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46  ANNOUNCEMENTS

News
Host the PAGES 2021 OSM & YSM 
The Open Science Meeting (OSM) and Young Scientists Meeting (YSM) are the premier 
events on PAGES calendar, held every four years. The 2017 events in Spain were a huge 
success, with approximately 900 scientists in attendance.
Be an integral part of this fantastic paleoscience community gathering. Expressions of 
Interest to host the next OSM and YSM, in the first half of 2021, are due 28 February 2019. 
All details: pages-osm.org

PAGES SSC and EXCOM news 
Applications to join PAGES Scientific Steering Committee (SSC) from January 2020 are 
due 14 February 2019. All details: pastglobalchanges.org/about/structure/scientific-
steering-committee/apply

At the end of 2018, we say goodbye and thank you to Executive Committee (EXCOM) 
member Pascale Braconnot (France) and SSC members Hugues Goosse (Belgium) and 
Yusuke Yokoyama (Japan). In January 2019, we welcome Paul Valdes (UK) and Boris 
Vannière (France) to the SSC and Blas Valero-Garcés (Spain) joins the EXCOM.

Congratulations to SSC member Ed Brook, who will receive the Hans Oeschger Medal at 
the 2019 EGU General Assembly in Vienna, Austria.

Suggest a new working group or apply for meeting support 
Propose a new working group: pastglobalchanges.org/ini/wg/new-wg-proposal or apply 
for workshop support by 14 February 2019. This round of workshop support is an open 
call: pastglobalchanges.org/my-pages/meeting-support

Science Officer leaves PAGES 
Soon we will be saying “Cheers and good luck” to Deputy Executive 
Director and Science Officer Lucien von Gunten, who has been 
with PAGES for eight years. Among his many contributions, he has 
overseen the PAGES 2k Network activities and been responsible for 
the Past Global Changes Magazine.

This issue is his final publication with us! Lucien begins a new 
position as Scientific Advisor at the Swiss State Secretariat for 
Education, Research and Innovation, with a main focus on the EU 
Framework Programmes for Research. Thank you, Lucien, for all you 
have done to advance PAGES’ standing in the scientific community. Sarah Eggleston, 
currently at Empa in Zürich, Switzerland, joins PAGES as our new Science Officer.

Guest scientist 
SSC member Darrell Kaufman joined PAGES IPO as the guest scientist from July to 
December 2018. Darrell worked on data stewardship activities and guest edited this 
magazine.

PAGES Early-Career Network (ECN) 
Since launching in February, the ECN has been busy rallying early-career paleoscientists 
through a variety of initiatives – webinars, newsletters, regional representation and The 
Early Pages blog. Read on and join! pastglobalchanges.org/ecn

Data stewardship
To advance our goal of accelerating scientific discovery by facilitating open and verifiable 
global paleoscience, PAGES signed two new commitments concerning the preservation 
and reuse of the scientific data underlying the research it helps coordinate. The 
agreements are with ICSU-WDS and the FAIR (findable, accessible, interoperable, and 
reusable) guiding principles, which builds on the Coalition for Publishing Data in Earth 
and Space Sciences (COPDESS).

In October 2018, PAGES held its first webinar, discussing the theme of data stewardship. 
Presenter Nick McKay, from the Linked Paleo Data framework (LiPD), introduced and 
explained this new paleoscience data storage system. Watch the webinar on PAGES’ 
YouTube Channel: youtube.com/user/PastGlobalChanges

PAGES at INQUA 2019 
Have you seen the extensive list of PAGES sessions at the 20th INQUA Congress to 
be held from 25-31 July 2019 in Dublin, Ireland? Working groups and SSC members 
are well represented. Submit an abstract by 9 January 2019: pastglobalchanges.org/
calendar/127-pages/1778

Help us keep PAGES People Database up to date 
Have you changed institutions or are you about to move? Please check if your details are 
current: pastglobalchanges.org/people/people-database/edit-your-profile If you have 
problems updating your account, we can help. Contact pages@pages.unibe.ch 

Upcoming issue of Past Global Changes Magazine 
Our next magazine will be guest edited by the PALSEA working group and focuses on 
sea level. Although preparations are well underway, if you would like to contribute, please 
contact the IPO: pages@pages.unibe.ch

Calendar
LandCover6k: European Land-use at 6000BP
28-30 January 2019 – Hemmenhofen, Germany

PAGES 2k Network PALEOLINK workshop
6-8 February 2019 – Murcia, Spain

Extremes Integrative Activity workshop
18-20 February 2019 – Koblenz, Germany

VICS workshop: The Common Era and beyond
13-16 April 2019 – Cambridge, UK

DAPS 2nd workshop
29-31 May 2019 – College Park, USA

pastglobalchanges.org/calendar

Featured products
Aquatic Transitions 
The group questions if we can detect ecosys-
tem critical transitions and signals of changing 
resilience from paleo-ecological records (2018, 
Ecosphere 9).

C-PEAT 
Angela Gallego-Sala et al. examine how peatland 
carbon sink is to behave under future climate 
warming scenarios (2018, Nat Clim Change 8).

Floods 
The group reviews historical, botanical, and 
geological archives with a focus on the recording 
mechanisms of flood information, the historical 
development of the methodological approaches 
and the type of information that those archives 
can provide (2018, WIREs Water).

PEOPLE 3000 
Members published a paper which looks at 
energy consumption reaching back 10,000 years 
and across four continents (2018, PNAS 115).

QUIGS 
Members find that the Last Interglacial was punc-
tuated by a series of century-scale arid events in 
southern Europe and cold water-mass expansions 
in the North Atlantic (2018, Nat Commun 9).

SISAL 
The group published the first overview of its 
database's contents and structure (2018, Earth 
Sys Sci Data 10).

Warmer Worlds 
Members of PAGES Warmer Worlds Integra-
tive Activity stress the urgency of reducing CO2 
emissions to avert major environmental damages 
(2018, Nat Geo 11).

Cover 
Snapshot of open paleodata available from WDS 
repositories PANGAEA, NOAA National Centers 
for Environmental Informatics, and Neotoma 
Paleoecology Database, as of October 2018 
Data volumes continue to grow, powered 
by the ongoing generation of new data and 
the gathering and curation of these data into 
open, community-stewarded data resources. 
These open data are enabling new advances in 
geovisualization, data analysis, and data-model 
assimilation. For comparison, see the “Paleodata” 
PAGES news issue from 1998 (doi.org/10.22498/
pages.6.2). Image designed and produced by 
Tanya Buckingham of the Cartography Lab at the 
University of Wisconsin-Madison, USA.
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John (Jack) Williams1 is a professor in 
the Department of Geography and former 
Director of the Center for Climatic Research 
at the University of Wisconsin-Madison, 
USA. Jack currently serves as the Chair of 
the Leadership Council for the Neotoma 
Paleoecology Database (neotomadb.org). 
Jack also serves on the EarthRates Steering 
Committee and, with Mark Uhen and oth-
ers, is launching the Earth-Life Consortium 
(earthlifeconsortium.org) as a non-profit 
organization dedicated to making paleobio-
logical and paleoecological data free and 
easy to access. Jack's research emphasizes 
the spatial and temporal responses of plant 
species and communities to large, novel, 

and abrupt environ-
mental changes at 
local to continental 
scales. This work 
is indebted to the 
gathered data and 
knowledge of de-
cades of palynolo-
gists and paleoecol-

ogists. Much of his work in recent years has 
focused on powering the next generation of 
high-quality macro-scale science by build-
ing, supporting, and interlinking open paleo-
data resources such as the Paleobiology 

Database, NOAA-Paleoclimatology, and the 
Neotoma Paleoecology Database.

Alicia Newton2 graduated from the 
University of South Carolina, where she used 
foram geochemistry 
to reconstruct ocean 
conditions in the 
Indo-Pacific Warm 
Pool. She spent 11 
years as an editor for 
Nature Geoscience, 
where she handled 
paleoceanography 
among other topics. She helped to roll out 
policies on data availability and FAIR data at 
the journal and aided authors in making their 
data available at the time of publication. 
She is currently the Director of Science and 
Communications at the Geological Society 
of London, UK. 

Darrell Kaufman3 (Regents’ Professor, 
School of Earth and Sustainability, Northern 
Arizona University, USA) is a Quaternary 
geologist and paleoclimatologist special-
izing in lake sediments, geochronology, and 
Arctic paleo environments. He is a member 
of the PAGES Scientific Steering Committee 
and is currently a guest scientist at the 
PAGES International Project Office and 

the Oeschger Centre for Climate Change 
Research in Bern, Switzerland. He has a 
special interest in PAGES' Data Stewardship 
Integrative Activity, an initiative that 
cross-cuts all PAGES working groups. He is 
motivated by the scientific benefit of pooling 
paleodata, and by the urgent need to curtail 
the scientific loss of valuable data resources. 
He recently led 
an open-data 
implementation 
pilot involving two 
special issues of 
the journal Climate 
of the Past, which 
provide examples 
of data stewardship 
for those aspiring to integrate their data into 
a larger global network of similar results. He 
is collaborating with several PAGES work-
ing groups to develop global paleo datas-
ets, and is working with the creators of the 
cyber-based infrastructure that enables data 
sharing and analysis.

AFFILIATIONS
1Department of Geography, University of Wisconsin-
Madison, USA. Twitter: @IceAgeEcologist

2Geological Society of London, UK. Twitter: @G_ruber
3School of Earth and Sustainability, Northern Arizona 
University, Flagstaff, USA. Twitter: @DKaufman1

Meet our Guest Editors
Data stewardship is a topic concerning the whole range of paleoscience stakeholders. To do justice to this diversity, 
we invited guest editors representing three of the key actors - the data archives, the publishers and the community.

ANNOUNCEMENTS

HOST THE 2021 PAGES

OPEN SCIENCE MEETING
								             (OSM)
AND

YOUNG SCIENTISTS MEETING
									               (YSM)

• The Open Science Meeting and Young 
Scientists Meeting are PAGES' premier 
events, held every four years.

• Expressions of interest to host the next 
OSM and YSM meetings are due 
28 February 2019.

• All details: pages-osm.org

http://www.neotomadb.org
http://earthlifeconsortium.org
https://twitter.com/iceageecologist
https://twitter.com/g_ruber
https://twitter.com/DKaufman1
http://pages-osm.org
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The last time Past Global Changes Magazine 
highlighted the power of open paleodata 
was exactly 20 years ago. The cover page 
of the winter 1998 issue (PAGES IPO 1998; 
Fig. 1) featured an editorial by the PAGES 
Scientific Steering Committee (1998) entitled, 
“Responsibilities of Data Sharing and Data 
Use.” Our predecessor Scientific Steering 
Committee members anticipated that open 
paleodata would fuel discoveries in past 
global changes. Their initiative has grown 
into the ongoing PAGES Data Stewardship 
Integrative Activity1, and led to our recent 
alliance2 with other international scientific 
organizations in efforts to make data pub-
licly accessible. The 1998 editorial laid the 
groundwork for the first PAGES data policy 
by encouraging the transfer of “the highest 
possible proportion of existing and new, 
high-quality data into public domain data-
bases…” so that access to data “…is truly easy 
and open to all.” 

We are announcing updated and expanded 
procedures3 for making data available, with 
the goal of maximizing the long-term scien-
tific benefit of the data generated as part of 
all PAGES-related activities, while fulfilling 
PAGES’ obligation to its funders. The new 
PAGES guidelines build on the earlier policy 
and are reinforced by the FAIR (findable, 
accessible, interoperable, and reusable) data 
stewardship principles (Wilkinson et al. 2016), 
which have been endorsed by scientific orga-
nizations globally. They focus on publications 
and are adapted for paleoscience from the 
Author Guidelines4 that are now being imple-
mented by all major publishers of Earth and 
Space Sciences, as motivated by the Enabling 
FAIR Data Project5. They have benefited from 
input from managing and chief editors of 
paleo journals, repositories, and the com-
munity. For example, the new procedures 
now provide guidelines on the use of data 
embargoes, a topic that emerged from the 
paleoscience community open discussion6 
as part of the PAGES 2k open-paleodata 
implementation pilot (Kaufman and PAGES 2k 
special-issue editorial team 2018). 

The 1998 editorial also called for new “realis-
tic ways of both recognizing and rewarding 
the generosity of all who submit their data.” 
The importance of crediting data generators 
and the value of making data reusable for 

future scientists is now being addressed with 
the advent of data citations and journals dedi-
cated to data products. PAGES encourages 
the use of data citations7, which are analogous 
to standard bibliographic citations, but give 
explicit credit to data producers, with greater 
exposure and citation of their work. For large-
scale synthesis products, PAGES promotes 
the use of data-oriented publications as a 
means to including many data generators in 
the production of value-added, high-visibility 
data products, with inclusive authorship.

In addition to new avenues for crediting 
data generators, attitudes toward open data 
have evolved over the past two decades, 
and they evolve with individual’s careers. 
Unfortunately, data that are not properly 
curated are liable to be lost to subsequent 
reuse; the time comes too quickly when the 
data that were made “available upon request” 
may never be discovered or used in future 
studies; a true loss for all. Now, with new 
means for making data available, the rewards, 
including higher citation rates and other ben-
efits described by Newton (p. 52), are propor-
tionally greater. Scientists, especially those 
early in their career, seek to increase the 
impact and recognition of their research by 
facilitating the reuse of their results. Indeed, 
according to the survey conducted by the 

PAGES Early-Career Network (Koch et al., p. 
54), 95% of the 163 non-tenured respondents 
feel that data sharing is advantageous to their 
careers.

We recognize that data stewardship requires 
substantial effort, but we are convinced that 
the benefits outweigh the (perceived) costs. 
It is increasingly obvious that the future of our 
field depends on robust and widely adopted 
data-sharing practices and procedures. We 
appreciate the community’s foresight and 
dedication to data that are open and reus-
able, while curtailing the loss of valuable data.

*PAGES SCENTIFIC STEERING COMMITTEE
A. Asrat (Addis Ababa University, Ethiopia); 
P. Braconnot (Lab. des Sciences du Climat et 
de l’Environnement, Gif-Sur-Yvette; E. Brook 
(Oregon State University, USA); E. Capron (British 
Antarctic Survey, UK); C. Chiesi (University of 
São Paulo, Brazil); M.N. Evans (University of 
Maryland, USA); P. Gell (Federation University 
Australia, Australia); L. Gillson (University of 
Cape Town, South Africa); H. Goosse (Université 
catholique de Louvain, Belgium); Z. Jian (Tongji 
University, China); D.S. Kaufman (Northern Arizona 
University, USA); M. Kucera (University of Bremen, 
Germany); K. Meissner (University of New South 
Wales, Australia); W. Tinner (University of Bern, 
Switzerland); B.L. Valero-Garcés (Spanish National 
Research Council, Spain); Y. Yokoyama (University 
of Tokyo, Japan).

CONTACT
Darrell S. Kaufman: Darrell.Kaufman@nau.edu
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New data-availability procedures echo 
PAGES’ long-standing commitment
PAGES Scientific Steering Committee*

PAGES SSC EDITORIAL: Building and Harnessing Open Paleodata

Figure 1: 1998 winter issue of PAGES news, with 
the PAGES SSC editorial on data stewardship.
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49 EDITORIAL: Building and Harnessing Open Paleodata

Open data in the paleogeosciences have a 
long and fruitful history. Many of the pri-
mary open-data resources in the paleoen-
vironmental sciences are now at least two 
decades old, including the NOAA World 
Data Center for Paleoclimatology (Gross et 
al., p. 58), PANGAEA (Diepenbroek, p. 59), 
Paleoclimate Modelling Intercomparison 
Project (PMIP, Peterschmitt et al., p. 60), and 
the Paleobiology Database (Uhen et al., p. 
78), all founded in the 1990s, with others, 
such as the Neotoma Paleoecology Database 
(Grimm, p.64), tracing their roots to constitu-
ent databases from this era and to influences 
spanning the last century. Indeed, this special 
issue can be viewed as a 20th-anniversary 
celebration of the 1998 "Paleodata" issue of 
PAGES news (the former name of Past Global 
Changes Magazine) that established many of 
the advances reviewed here (PAGES IPO 1998).

The history of open data in the paleogeosci-
ences is long because the scientific motivation 
is so clear and unambiguous. In the large, 
complex, and ever-changing Earth system, 
scientific insight requires the open availability 
and close integration of multiple observational 
systems with Earth system models, to better 
understand the past and present, and better 
forecast the future (Crucifix 2012; Dietze et 
al. 2018). And, as the Great Acceleration con-
tinues (Steffen et al. 2015), such efforts have 
increased urgency; the past offers a uniquely 
important set of model systems for the strange 
new world of the coming decades. 

Over these last two decades of open data, 
much has changed. The dividing line between 
“data generator” and “data user”, so appar-
ently bright in the 1990s (PAGES Scientific 
Steering Committee 1998), has blurred as a 
new generation has arisen, with cross-over 
expertise in data generation, synthesis, and 
modeling. The information revolution races 
on, with the data sciences emerging both as 
a distinct academic discipline (Blei and Smyth 
2017) and as a key employment opportunity 
for many scientists. Access to open-data 
resources is now essential to career advance-
ment for early-career scientists, while lack of 
access to training is a key barrier (Koch et al., 
p. 54). 

Contributing one's data to open-data 
resources, once largely voluntary, is now 

required by most journals, funders, and 
professional societies (Newton, p. 52; Belmont 
Forum, p. 56). The bar has been raised for 
open-data resources, to ensure that they meet 
the FAIR standards of Findable, Accessible, 
Interoperable, and Reusable (PAGES Scientific 
Steering Committee, p. 48; Gross, p. 58). 
New funding initiatives are being launched 
to increase the power and interoperability of 
existing data resources (e.g. NSF's EarthCube; 
Belmont Forum, p. 56), leading to new and 
flexible data standards and software that 
leverage and link open-data resources (Uhen 
et al., p. 78; McKay and Emile-Geay, p. 71). 
New geovisualization approaches such as 
Flyover Country, using open data and mobile 
technologies, are bringing paleodata to 
new audiences (Myrbo et al., p. 74). And, our 
understanding of data is changing as well, as 
we recognize that open data require ongo-
ing curation and improvement, supported by 
community-curated data resources and linked 
networks of data stewards (Williams et al., p. 
50).

These advances in open-data systems are 
opening up new scientific frontiers. Data-
model assimilation, in which paleoenviron-
mental inferences from data and models are 
closely integrated, weighted by uncertainty, 
are active fields in paleoclimatology (Hakim et 
al., p. 73) and paleoecology (McLachlan and 
the PalEON Project, p. 76). Computer scientists 
are experimenting with artificial-intelligence 
approaches to age-model development 
(Bradley et al., p. 72) and extracting geological 
knowledge from the peer-reviewed literature 
(Marsicek et al., p. 70). Open paleodata have 
reached new audiences, as biogeographers 
and macroecologists combine the fossil 
record with big-data genetic repositories to 
study the processes governing the distribution 
and diversity of life (Fordham and Nogues-
Bravo, p. 77), and as archaeologists bring big 
data to bear on the interplay between humans 
and the environment (Kohler et al., p. 68).

More needs to be done. Many key data remain 
"dark", requiring inordinate effort to gather 
and synthesize (Stenni and Thomas, p. 66). The 
paleoscience communities need to commit to 
conventions for reporting data and essential 
metadata, with shared adoption by scientists, 
data resources, publishers, and funding agen-
cies. Established open-data resources need 

commitments of sustained support from fund-
ing agencies, with opportunities to build new 
data resources or extend existing data models 
to serve new kinds of data and science. The 
recent advances in assigning digital object 
identifiers (DOIs) to datasets needs to be more 
fully leveraged so that data generators are 
appropriately credited for data use. Scientific 
data services are needed that better stream-
line the passing of data from individual labs to 
community data resources. And, most of all, 
we need better integrated training programs 
in paleoscience and data science, to train the 
next generation of cross-over scientists.

In short, these are exciting and changing 
times. This special issue is more progress 
report than final authority. Nevertheless, we 
hope that the articles enclosed will provide 
useful information about the latest updates 
from some of the major open-data resources 
in the paleogeosciences, the efforts to build 
new resources and interlink existing resources, 
the emergence of new software and science 
powered by open data, and the ever-evolving 
interplay among cultural norms, technological 
advances, and scientific discovery.

AFFILIATIONS
1Department of Geography, University of Wisconsin-
Madison, USA

2Neotoma Paleoecology Database
3School of Earth and Sustainability, Northern Arizona 
University, Flagstaff, USA

4Nature Geosciences Editorial Office, London, UK
5Geological Society of London, UK
6PAGES International Project Office, Bern, Switzerland
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50  SCIENCE HIGHLIGHTS: Building and Harnessing Open Paleodata

Open data, long a good idea, are now mis-
sion-critical to advancing and accelerating 
the pace and breadth of discovery in the 
paleogeosciences. We seek to understand 
the past dynamics of the Earth system 
and its interacting subsystems, across a 
wide range of timescales, and to use this 
knowledge to inform society in a new era 
of global change. However, the scale of 
the system is too vast, and the volume and 
variety of data too large, for any single 
investigator or team to be able to integrate 
it. Open scientific data, gathered into 
curated data resources, are essential to in-
tegrating this information at scales beyond 
the capacity of any single team. Such data 
can then support big-data applications, 
where inferential power is proportional to 
data size and richness, such as machine 
learning, proxy system modeling (Dee 
et al. 2016), and data-model assimilation 
(Hakim et al. 2016). Ultimately, the goal is 
to form an open architecture of scientific 
data as complex, deep, and interlinked as 
the Earth system itself.

The benefits of open data extend be-
yond scientific objectives. For individual 
investigators, open-data resources provide 
services of data archival and increasing 
data visibility. In the genetics literature, pa-
pers with published data have a 9% higher 
citation rate than similar studies with-
out published data (Piwowar and Vision 
2013). Open data enable interdisciplinary 
research and knowledge exchange across 
disciplines. Open data also empower 
early-career scientists and scientists from 
the Global South, enable transparency 
and reproducibility, and return the fruits of 
publicly and privately funded research to 
the public domain (Soranno et al. 2014).

Multiple initiatives are underway to sup-
port and encourage best practices in 
open data. Publishers have launched the 
FAIR initiative: data must be findable, 
accessible, interoperable, and reusable 
(Wilkinson et al. 2016). Funding agencies 
are setting firmer standards for publicly 
funded data (National Science Foundation 
2018). Multiple authors have called for 
open data (Soranno et al. 2014; Schimel 
2017; Kaufman and PAGES 2k special-issue 
editorial team 2018). Open code and soft-
ware are becoming the norm, facilitated 
by open-source languages (e.g. R, Python), 

platforms for sharing code (e.g. GitHub, 
BitBucket), and notebooks for sharing 
scientific workflows (e.g. RMarkdown, 
Jupyter).

Nonetheless, both cultural and technical 
barriers remain (Heidorn 2008), with only 
25% of geoscientific data submitted to 
open-data repositories (Stuart et al. 2018). 
Most scientists are willing to share data 
once published, but many lack the time to 
prepare datasets and metadata for open 
publication, or the training and tools to 
do so efficiently. Some communities lack 
established data standards and reposito-
ries, with particular difficulties in finding 
an appropriate home for terabyte-scale 
datasets. Systems for data citation and 
provenancing remain underdeveloped, so 
it is hard for scientists to receive the credit 
due for data publication. Data curation 
adds value to open data, thereby navigat-
ing the big-data challenge of maximiz-
ing both data volume and veracity (Price 
et al. 2018), but effective data curation 
requires dedicated time by experts, which 
needs to be recognized and rewarded. 

These challenges to open data are real but 
tractable and can be resolved through a 
combination of cultural and technological 
solutions.

One key emerging solution is the com-
bined rise of community-curated data 
resources and linked networks of data 
stewards (CCDRs; Figs. 1, 2). CCDRs serve 
as loci where experts can contribute and 
refine data, establish data standards and 
norms, and ensure data quality. If open 
data are a commons, then CCDRs provide 
a governance framework for managing the 
commons. In this framework, data stewards 
(or data editors, see Diepenbroeck, this 
issue) are positions of service and leader-
ship that are equivalent in function and 
prestige to journal editors, dedicating a 
portion of their time and expertise to en-
sure that published data are of high quality 
and meet community standards. The 
broader cultural goal is to establish norms 
of data openness – in which we commit to 
contributing our data to community data 
resources – and data stewardship, in which 

Open data advance the pace of discovery in the paleogeosciences. Community-curated data resources and data 
stewards, together, offer a solution for jointly maximizing the volume and quality of open data. All can assist, at both 
individual and institutional levels. 

Building open data: Data stewards and 
community-curated data resources
John W. Williams1,2, D.S. Kaufman3, A. Newton4,5 and L. von Gunten6

doi.org/10.22498/pages.26.2.50

Figure 1: Community-curated data resources (CCDRs) as both social and technological solutions for supporting 
open data. Social characteristics include a shared scientific mission, communities of practice centered on domain 
experts, and governance mechanisms that facilitate participation and leadership by a broad and diverse base 
of experts. Technological characteristics include a central platform with support for uploading, curating, and 
providing data; and systems that facilitate open data access and data uploads. Because CCDRs are closely tied 
to their expert communities, they tend to be meso-scale intermediaries between individual data generators and 
big-data initiatives.

https://doi.org/10.22498/pages.26.2.50
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we commit to adding value to community 
data resources on an ongoing basis. 

Multiple related initiatives are underway 
to build open and high-quality community 
data resources, stewarded by experts. 
Publishers have created journals specifi-
cally devoted to data publication (Newton, 
this issue). In paleoclimatology, PAGES 2K 
has established pilot examples of open 
data and data stewardship for global-scale 
data syntheses (PAGES 2k Consortium 
2017). The LiPD and LinkedEarth ontolo-
gies provide flexible data standards for 
paleoclimatic data, with editors able to 
approve ontology extensions (McKay and 
Emile-Geay, this issue). The Neotoma 
Paleoecology Database has established 
a system of member virtual constitu-
ent databases, each with data stewards 
charged with prioritizing data uploads and 
defining variable names and taxonomies 
(Williams et al. 2018). The Paleobiology 
Database uses data authorizers to ensure 
quality data uploads (Uhen et al. 2013 and 
this issue). Some efforts focus on curat-
ing primary measurements and others on 
higher-level derived inferences (McKay and 
Emile-Geay, this issue).

Technologically, the broad need is to move 
open-data resources from systems of 
record to systems of engagement (Moore 
2011), in which we move beyond models of 
submitting datasets to static data reposi-
tories to systems that support crowdsourc-
ing and ongoing efforts to publish and 
improve data. Such infrastructure must 
support data discovery, archival, citation, 
tracking, annotation, and linking. Flexible 
and extensible data models are needed 
to support both existing and new prox-
ies (McKay and Emile-Geay, this issue). 
Controlled vocabularies and common 
semantic frameworks are needed to tame 
the heterogeneity of proxy measurements. 
Systems for data annotation are needed 
to flag and correct data errors. Systems 
for microattribution and provenancing are 
needed to track data usage from initial 
publication to subsequent incorporation 
into broad-scale data syntheses. Assigning 
DOIs to datasets is a first step; subsequent 
steps are to include these DOIs in all future 
publications to appropriately credit data 
generators. Journals and citation indices 
will need to adopt linked data systems, 
tracking data usage, with ability to link to 
thousands of individual records, so as to 
avoid arbitrary limits caused by fixed limits 
to the number of references. New tools are 
needed that streamline the collection and 
passing of data from point of collection to 
data resource. Because effort is the main 
barrier to open data, good data manage-
ment should be maximally automated.

For open data to power the next genera-
tion of scientific discovery, we must all 
pitch in. Scientists must commit to making 
their data available in open public reposi-
tories, join governance, and serve as data 
stewards. Publishers, as they adopt FAIR 
data standards, should endorse and sup-
port open community data resources that 

meet these standards. Funding agencies 
should support development of open-data 
standards for data types where none yet 
exist and provide modest but sustained 
support for open-data resources, under 
the logic that costs of supporting CCDRs 
are cheap relative to costs of regenerating 
primary data. We must launch data-mobi-
lization campaigns that are science driven 
(e.g. PAGES 2k Consortium 2017), using 
these campaigns to prioritize rescues of 
dark data. Professional societies should 
establish mechanisms to endorse com-
munity data standards and open platforms 
and, where possible, provide support via 
a portion of membership dues. Just as 
professional journals were the mainstay 
of communicating scientific knowledge in 
the 19th and 20th centuries, open, high-
quality community data resources will be a 
mainstay of communicating and advancing 
knowledge in the coming decades.
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Papers in the paleosciences have always 
been data rich: Emiliani’s (1955) work illus-
trating glacial-interglacial cycles relied on 
twelve cores sampled at 10 cm intervals. 
And from CLIMAP (Climate: Long range 
Investigation, Mapping, and Prediction) to 
PAGES 2k Network, paleoclimatologists 
have also been quick adopters of big-data 
approaches, combining individual records 
to generate global maps of temperature 
change through time. The value of these 
types of efforts is immediately recog-
nizable by the wider paleo community. 
However, the open data practices that sup-
port these efforts have grown more slowly.

Today, the data that underlie the CLIMAP 
reconstruction are available from a variety 
of repositories found by a simple internet 
search. However, at the time of the com-
pilation in 1981, files would have been 
shared peer to peer, with some smaller 
data tables contained within publications. 

Surprisingly, peer-to-peer sharing remains 
a prominent mode of data sharing, with 
31% of Earth scientists opting not to 
archive data in a repository or include data 
in supplementary materials of publications 
(Stuart et al. 2018). 

Peer-to-peer sharing is quick, but has a 
number of downsides. On a practical level, 
data that isn’t archived may be unpro-
tected. Many scientists still store data on 
personal or external hard drives, where it 
is vulnerable to theft, format or program 
obsolescence, or simply an errant cup of 
coffee (Baynes 2017). On a broader level, 
requiring personal outreach to obtain data 
can hinder scientists with fewer connec-
tions or who face a language barrier. And 
data stored in this manner may be lost 
when scientists retire or leave academia. 

In the paleosciences, and geosciences 
more broadly, data archiving in open 

repositories takes on an additional impor-
tance: it can be exceedingly expensive to 
obtain samples through means such as 
ocean or ice-core drilling, and materials 
such as meteorites or certain fossils can 
be extremely rare. And some samples 
may prove irreplaceable as material is 
lost through erosion, land-use changes, 
and as glaciers melt. As signatories to the 
Coalition on Publishing Data in the Earth 
and Space Sciences (COPDESS) Statement 
of Commitment (copdess.org/statement-
of-commitment), publishers have recog-
nized this importance.

Why open data?
In 2016, 90% of researchers surveyed by 
Nature raised major concerns about the 
reproducibility of the scientific record, 
with few people convinced that all of the 
published literature would be reproduc-
ible (Fig. 1; Baker 2016). In the Earth and 
environmental sciences, about 40% of re-
spondents were unable to reproduce even 
their own work in at least one instance; 
over 60% were unable to reproduce the 
findings of others. Increased openness of 
data, methods, and code can help improve 
confidence in the scientific record.

Geoscientists certainly recognize the 
importance of data sharing, with 69% of 
Earth scientists making their data available 
in a repository or supplementary materials 
(Stuart et al. 2018). This movement towards 
data availability is driven by a growing 
recognition that making supporting data 
open offers benefits for both data produc-
ers and the broader scientific endeavor 
(Schmidt et al. 2016). Specifically, data 
sharers are motivated by the desire to help 
accelerate scientific research, and also to 
increase the visibility and dissemination of 
their research output (Stuart et al. 2018). 
Intriguingly, the survey found that funder 
and publisher requirements were not as 
strong of an incentive to release data.

But is available data always open data? In 
the geosciences, 28% of respondents only 
made data available in the electronic sup-
plementary materials (Fig. 2). Whether or 
not this material sits behind a paywall var-
ies by publisher: Nature Geoscience and 
the Nature Research journals make this 
material free to read, but other journals re-
quire a subscription for access. The format 
and content of the supplementary-data 

Every research paper is underlain by data. But, until relatively recently, the accessibility and archiving of this data has 
been an afterthought to the published paper. Technological advances and efforts to increase reproducibility have 
pushed data availability to the forefront. 

Open data and the publishing landscape
Alicia J. Newton1,2

doi.org/10.22498/pages.26.2.52

Figure 1: Respondents to a survey of 1,500 scientists raised substantial concerns about the reproducibility of the 
published literature, and reported their own experiences with failure to reproduce results (Baker 2016). Open 
data is one avenue being explored to help increase confidence in the scientific record. Image credit: Edwyn 
Mayhew.
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tables may also be less than ideal, with pdf 
tables not always easy to import into other 
software.

Springer Nature has started a trial in which 
electronic supplementary materials from 
articles published in BioMed Central 
and Springer Open journals is hosted on 
Figshare. These files are freely accessible 
and uniquely identifiable with a separate 
DOI, helping the data behind a paper to 
find its own audience (Hyndman 2016).

Recognition and reward
Beyond altruism and a desire to contribute 
to scientific advances, there are other ben-
efits for researchers who make their data 
widely available. In Paleoceanography, 
articles that were published alongside 
publicly-available datasets saw a 35% 
greater citation rate than the journal aver-
age (Sears 2011). Across all disciplines, 
data availability provides a citation boost 
between 9 and 50% (Baynes 2017).

The rise of peer-reviewed data journals 
helps to provide credit for data gen-
erators, beyond a traditional scientific 
publication. Journals like Scientific Data 
and Earth System Science Data publish 
“data descriptors”. These articles describe 
the collection and processing of a dataset 
that has been released through a public 
repository. The descriptors provide suffi-
cient metadata and related information to 
allow for easy use of the data, but refrain 
from interpretation and extensive analysis. 
Data descriptors also can accompany a 
traditional scientific publication, and can 
allow for an expanded dataset to be re-
leased: for instance, δ13C data that was col-
lected alongside oxygen isotopes but not 
featured in the interpretation or additional 
parts of a record that were generated 
but not the focus on the paper. In these 
instances, the data descriptor can have a 
different lead author than the main paper, 
perhaps giving due credit to a student 

researcher who led the data collection but 
played a smaller role in the interpretation.

Data-descriptor papers can also serve as 
a way to release and promote the reuse 
of datasets that might otherwise live in a 
proverbial desk drawer: data from student 
summer projects, null results, or the 
never-written up thesis chapter can all be 
released for others to work from and build 
upon. In these cases, the data generators 
can receive appropriate recognition for 
their work – and potentially the reward of 
citations of the data descriptor and data 
set – even if the interpretation of the data 
might not be sufficient to warrant a tradi-
tional publication.

Into the future
In 2015, COPDESS released a statement 
of commitment, which was signed by most 
Earth and environmental science publish-
ers and data repositories. Signatories from 
the publishing side agreed to promote the 
use of appropriate community reposito-
ries to their authors, and direct authors to 
relevant resources, for instance through 
lists maintained at the COPDESS website. 
The statement also encouraged publishers 
to develop clear statements about require-
ments for data availability. The Nature 
Research journals have long required 
authors to make materials, data, and code 
available without undue qualification. 
Nature Research also encourages authors 
to freely release data through repositories 
(nature.com/authors/policies/availability.
html). Data-availability statements, which 
are now available to readers without a sub-
scription, tell readers how to access the 
data reported in the manuscript, as well as 
any previously published data used in the 
analysis (Nature 2016; Hrynaszkiewicz et 
al. 2016). Code-availability statements re-
quire authors to report whether any code 
associated with the work is accessible.

Of course, much of this data still remains 
in supplementary information (Fig. 2), and 
may be only partially accessible, or lacks 
the essential metadata and standardiza-
tion that would be provided by curators at 
a repository. Led by AGU, some signato-
ries to the original COPDESS statement 
are addressing this concern through the 
Enabling FAIR Data Project. This project, 
which is supported by Nature Research 
and other publishers, will support authors 
to make sure that the data behind their 
publications are Findable, Accessible, 
Interoperable, and Reusable (FAIR; 
Wilkinson et al. 2016). Importantly, the 
National Computational Infrastructure of 
Australia is also supporting the project, 
providing the expertise required to start 
to tackle the terabyte-sized elephant in the 
room that is model output.

Although these and other challenges 
remain, the combined efforts of funders, 
publishers, repositories, and open-data 
advocates are ushering in a new era of 
data openness. Open data helps ensure 
the integrity of the scientific record, while 
new metrics and venues ensure that data 
generators are recognized and rewarded 
for their work. And the community stands 
to benefit as well, as increasingly easy 
data access facilitates powerful big-
data approaches to understanding past 
environments.
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Paleoclimate researchers readily acknowl-
edge the benefits of open data, while iden-
tifying the need to improve best practices 
for data archival and sharing (Kaufman 
and PAGES 2k special-issue editorial team 
2018). Growing data repositories are 
especially beneficial for ECRs, enabling the 
pursuit of synthetic, large-scale research 
questions from the start of their career. 
Fully implementing open-data practices 
throughout a project’s lifecycle, however, 
remains time consuming and challenging.

We sought to understand how these chal-
lenges relate specifically to ECRs, and 
summarize here the results from a recent 
survey. Our survey was designed around 
the following questions:

• What challenges do ECRs face in follow-
ing open-data practices?

• Do ECRs perceive open-data practices as 
advantageous?

• How can open-data practices enable 
ECRs’ long-term scientific objectives?

While open-data practices are overwhelm-
ingly perceived as advantageous for both 
one’s long-term career and the advance-
ment of science, our results highlight that 
the largest challenges to ECR implementa-
tion include unfamiliarity with community 
norms, and a lack of training and support. 
This perspective should inform the com-
munity’s work towards greater standard-
ization and rigor for open-data-sharing 
practices.

Methods
The anonymous survey consisted of 30 
multiple-choice and free-response ques-
tions (see Suppl. Information). We wrote 
questions to target concerns raised in 
an ECR forum on open-data experiences 
(PAGES Early-Career Network 2018), and in 
consideration of the interactive discussion 
phase of the PAGES 2k Network open-
data-implementation-pilot manuscript in 
the journal Climate of the Past (Kaufman 
and PAGES 2k special-issue editorial team 
2018). Here we define ECRs as non-tenured 
survey respondents, since achieving ten-
ure is unlikely within five years after PhD 
completion. We used Qualtrics as our sur-
vey platform, and disseminated the survey 
via paleoscience listservers (e.g. ECN-
list; pmip-announce; paleoclimate-list; 

paleolim-list; Ecolog-list), Twitter, and 
word of mouth. The survey was open for 17 
days, from 31 May to 17 June 2018. 

Survey results and implications

Demographics 
A total of 183 respondents completed the 
survey, with 163 identifying as non-tenure. 
The majority of respondents are students 
(38%) and postdocs (42%) from Europe 
(55%) and North America (33%; Fig. 1). 
Most respondents work with terrestrial 
(37%) or marine records (27%), or numeri-
cal models (23%). A larger proportion of 
respondents primarily collects or gener-
ates data (88%), rather than solely reana-
lyzing existing datasets (11%), for their 
research. Respondents commonly charac-
terize their work as driven and dependent 
on quantitative data (60%). We use the 
survey results from the 20 tenured respon-
dents as a point of comparison throughout 
the discussion below.

Data-sharing experience, opinions, and 
challenges 
To facilitate reproducible science, 
Wilkinson et al. (2016) propose that pub-
lished scientific data should be Findable, 

Accessible, Interoperable and Reusable 
(FAIR). Yet most non-tenured respondents 
(84%) are unfamiliar with the FAIR guid-
ing principles for data management, a 
substantially higher proportion than in the 
tenured group (65%).

Tenured and non-tenured respondents 
equally feel that data (both 100%), meta-
data (both 90%) and code (e.g. data-anal-
ysis scripts; tenured: 65%; non-tenured: 
70%) should be made publicly available 
and the proportion of respondents who 
regularly archive open data steadily 
increases from students (20%) to tenured 
researchers (80%; Fig. S10, supplementary 
information). More than two-thirds in all 
response groups most commonly utilize 
open databases or journal supplements 
(tenured: 72%; non-tenured: 65%) followed 
by personal or institutional databases (ten-
ured: 18%; non-tenured: 12%, Fig. S11).

All respondents reported that a lack of 
metadata, inconsistent formatting, and 
data that are not centralized, not digitally 
available, or paywalled remain top chal-
lenges (Fig. S8). Yet, our results highlight 
that this problem may start at the ECR 
career stage: over half of the non-tenured 

We conducted a survey on open-data-sharing experiences among early-career researchers (ECRs). While ECRs feel 
open-data sharing benefits their career, insufficient training in data stewardship presents a substantial challenge to 
data reusability.

Open-data practices and challenges 
among early-career paleo-researchers
Alexander Koch1, K.C. Glover2, B. Zambri3, E.K. Thomas4, X. Benito5 and J.Z. Yang6
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Figure 1: Selected survey demographics. 
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respondents indicated “never” (12%) or 
“infrequently” (45%) adding metadata and 
code of their own to datasets, compared to 
42% tenured respondents (Fig. S12). Our 
question on data-archival experience (Fig. 
S12) also reflected this split between ECR 
stages. If we eliminate respondents who 
answered “none of the above” because 
they had not yet published data, students 
were the largest group to report that 
the data-archiving process was difficult 
and the data archive they used lacked 
metadata templates, tutorials and upload 
scripts (63%). By comparison, tenured and 
later-stage ECRs noting this lack of guid-
ance were less (22% each). Thus, unfamil-
iarity with metadata conventions and data-
sharing standards may perpetuate the very 
problems that respondents identified in 
existing open datasets.

Data-sharing resources and training 
The most common resources allocated to 
data sharing are time (tenured: 36%, non-
tenured 19%) and staff help (tenured: 12%; 
non-tenured: 16%; Fig. S18). Over a third of 
the respondents that work in a lab (ten-
ured: 36%; non-tenured: 48%) report that 
their lab is working towards standard oper-
ating procedures (SOPs), suggesting that 
labs do recognize a need for SOPs for data 
formatting and sharing. This is particularly 
important as our survey results signal that 
the most widespread issue may be related 
to labs without such SOPs (non-tenured: 
89%, tenured: 78%; Fig. S17). More tenured 
(80%) than non-tenured (69%) respondents 
work in labs or institutions that offer no 
support for learning best practices for data 
sharing, or are not aware whether such 
support is available (Fig. 2b). Additionally, 
of the respondents who received training 
(26%), more than half feel that they need 
additional training. 

Summary and recommendations
It is clear that the community recognizes 
the positive outcomes of an open-data cul-
ture: 95% of all non-tenured respondents 
and 90% of all tenured respondents feel 
that data sharing is advantageous to their 
career. However, equally pervasive are 
the difficulties surrounding open-access 
data preparation and publication as well 
as obtaining metadata-supported data 
(open-access or otherwise). Specifically, 
the lack of SOPs and institutional support 
paired with the unfamiliarity of best prac-
tices such as the FAIR guiding principles 
pose a challenge to data reusability. These 
benefits and challenges were widespread 
at all career stages. 

Our survey targeting ECR practices and 
concerns highlighted that open-data usage 
tends to expand with career progression. 
We attribute that to researchers becom-
ing more habituated to data-sharing 
procedures as they advance in their PhD 
programs, and career. Yet, we also found 
challenges unique to the ECR career stage:

• steep learning curve for new 
practitioners;

• widespread unfamiliarity with alterna-
tive data-sharing options such as data 
embargoes.

What can our community do to address 
these challenges for ECRs, and better pro-
mote open-data norms? ECRs working for 
senior (tenured) researchers may be in the 
position where their mentor is unfamiliar 
with the latest data-stewardship best prac-
tices, and thus either simply follow their 
mentor's practices, or must independently 
find other resources to support good 
data-sharing practices in their own work. 
Our survey results, however, suggest that 

data-management training initiatives (e.g. 
those offered by the Belmont Forum and 
Data Tree) are not widely used nor known. 
We therefore recommend dedicated 
community-led efforts to raise awareness 
and promote available training in data 
stewardship. Additionally, a continued 
discussion within the community regarding 
ways to motivate senior researchers and 
institutions to embrace community-wide 
data-sharing practices and SOPs will be 
key for establishing a culture of training 
ECRs in good data stewardship.

We therefore offer the following 
recommendations:

(1) Highlight existing resources, including 
FAIR, embargoes, and training available to 
ECRs (and other researchers).

(2) Encourage community efforts to the use 
of best practices in data stewardship and 
SOPs among ECRs, senior researchers and 
institutes.

We believe that the PAGES Early-Career 
Network (pastglobalchanges.org/ecn)can 
play an integral role in this movement by 
providing a platform for discourse within 
the community and a resource for data-
stewardship training initiatives.
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The Belmont Forum1 is a partnership of 
national science funding organizations, 
international science councils, and regional 
consortia across the world committed to 
the advancement of global environmental 
science (Fig. 1). The partnership aims to 
accelerate delivery of data-driven environ-
mental research to remove critical barriers 
to sustainability by aligning and mobilizing 
international resources.

The Belmont Forum activities are driven by 
the Belmont Challenge2 that encourages 
international transdisciplinary research to 
provide knowledge for understanding, miti-
gating and adapting to global environmental 
change. The Belmont Forum supports multi-
national and transdisciplinary collaborative 
research through Collaborative Research 
Actions (CRAs)3, bringing together natural 
sciences, social sciences and the humani-
ties, as well as stakeholders, to co-create 
knowledge and solutions for sustainable 
development.

Global environmental-change research 
increasingly requires integrating large 
amounts of diverse data across scientific 
disciplines to deliver the policy-relevant and 
decision-focused knowledge that societ-
ies require to respond and adapt to global 
environmental change and extreme hazards, 
to manage natural resources responsibly, 
to grow our economies, and to limit or even 
escape the effects of poverty. To carry 
out this research, data need to be discov-
erable, accessible, usable, curated, and 
preserved for the long term. This needs to 
be done within a supporting data-intensive 
e-infrastructure framework that enables data 
exploitation, and that evolves in response to 
research needs and technological innova-
tion. Without open data and the supporting 
e-infrastructure, policy makers and scientists 
will be forced to feel their way into the future 
without the benefit of new scientific under-
standing; unfocused and ill-prepared.

To accelerate the openness, accessibility 
and reuse of data from CRA projects, the 
Belmont Forum adopted an Open Data 
Policy and Principles4 to stimulate new ap-
proaches to the collection, reuse, analysis, 
validation, and management of data, digital 
outputs and information, thus increasing 
the transparency of the research process 
and robustness of the results. In 2015, the 
Forum established the e-Infrastructures & 

Data Management (e-I&DM) Project5 to help 
implement the Open Data Policy and reduce 
barriers to data sharing and interoperabil-
ity. e-I&DM is promulgating procedures, 
standards, workflows, and other elements 
critical to identifying a path toward coopera-
tive e-infrastructures and data-management 
policies and practices that enable and accel-
erate open access to, and reuse of, transdis-
ciplinary research data.

Implementing data management 
for openness and reuse
The Belmont Forum is gradually implement-
ing its Open Data Policy through its CRA 
funding process. All CRA calls now require 
a data management plan (Data and Digital 
Outputs Management Annex6) to ensure that 
project teams will meet both the Open Data 
Policy and Principles and the Force11 FAIR 
(Findable, Accessible, Interoperable and 
Reproducible) Data Principles7, and adhere 
to relevant standards and community best 
practices. Belmont Forum researchers must 
consider data-management issues from the 
inception of a project in order to plan and 
budget appropriately for data curation, man-
agement and sharing. Data-management 
plans should also comply with public-access 

policies and applicable national laws of the 
respective funding agencies supporting 
CRA awards. 

Research data and digital outputs are 
expected to be open by default and publicly 
accessible, possibly after a short period 
of exclusivity, unless there are legitimate 
reasons to constrain access. Data and digital 
outputs must be discoverable through 
machine-readable catalogues, information 
systems and search engines. A full Data and 
Digital Outputs Management Plan for an 
awarded Belmont Forum project is expected 
to be a living, actively updated document 
that describes the data-management life-
cycle for the data and other digital outputs 
collected, processed, or reused.

A related e-I&DM initiative is a collaboration 
between Belmont Forum funding agen-
cies and science publishers to articulate a 
coherent set of data and digital-outputs-
management expectations for published 
research, with the ultimate result of im-
proved sharing and data reuse. Now ap-
proved by the Belmont Forum Plenary, the 
Data Accessibility Statement language will 
be incorporated into the Data and Digital 

The Belmont Forum partnership of funding organizations, and international and regional science councils, is 
committed to accelerating open-data sharing and reuse by improving researchers’ data-management practices, 
solving e-infrastructure challenges and improving the data skills of global environmental-change scientists.

A funder's approach to more open 
data and better data management
Belmont Forum e-Infrastructures & Data Management Project

doi.org/10.22498/pages.26.2.56

Figure 1: Belmont Forum: An International Partnership of Funding Agencies and Science Councils.
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Outputs Management Annex, so researchers 
will understand the end-to-end expectations 
of both funders and publishers regarding 
management of their research data to maxi-
mize openness, accessibility, and reuse.

Addressing the barriers to transnational 
data sharing and reuse
The capability is emerging to bring com-
puter science and technology, as well as 
large and complex data sets, to bear on 
interdisciplinary and transdisciplinary sci-
ence. It is therefore critically important to 
establish and enable transnational frame-
works so that data-driven scientific knowl-
edge can transcend both disciplinary and 
geographical borders, ultimately increasing 
the scientific underpinnings of policy and 
action. International collaboration within the 
Belmont Forum research priorities holds the 
potential to establish international founda-
tions for federated data integration and 
analysis systems with shared services. It can 
also bring together best practices from the 
public and private sectors, foster open-data 
and open-science stewardship among the 
science communities, including related areas 
such as publishing, and encourage data and 
cloud providers and others to adopt com-
mon standards and practices for the benefit 
of all.

For these reasons, the Belmont Forum 
recently closed a four-year competitive call 
on Science-driven e-Infrastructure Innovation 
(SEI) for the Enhancement of Transnational, 
Interdisciplinary and Transdisciplinary Data 
Use in Environmental Change8. The SEI 
call will fund initiatives that bring together 
environmental, social, and economic 
scientists with data scientists, computa-
tional scientists, and e-infrastructure and 

cyberinfrastructure developers and provid-
ers to solve methodological, technological 
and/or procedural challenges currently 
facing interdisciplinary and transdisciplinary 
environmental-change research.

The SEI call is being implemented under a 
“task force” structure (Fig. 2) that requires all 
funded projects to share results, participate 
in annual steering workshops, and contrib-
ute to a knowledge hub that will catalyze 
efficient research through sharing of best 
practices, methods and software implemen-
tations. Information in the knowledge hub 
may also be used to deliver research-driven 
recommendations to the Belmont Forum to 
address needs or enhance current strategies 
for transnational federated data e-infrastruc-
tures, data policies and capacity building.

Building researchers' data skills
The Belmont Forum e-I&DM strategy docu-
ment, ‘A Place to Stand’9, recommended 
that a “cross-disciplinary training curriculum 
was required to expand human capacity 
in technology and data-intensive analysis 
methods for global change research” and 
that a new data literacy was required for 
the 21st century. Consequently, the e-I&DM 
Project developed the Data Skills Curricula 
Framework10, based on a global survey11 
(Skills Gap Analysis), data skills workshop12 
and extensive consultation with data-man-
agement experts and trainers.

The Curricula Framework outlines core 
modules to enhance the skills of domain 
scientists specifically to make data handling 
more efficient, research more reproduc-
ible and data more shareable – including 
visualizations for end-users. The five core 
skills comprise programing, particulars 

of environmental data, visualization, data 
management, and interdisciplinary data ex-
change. Further, a number of optional mod-
ules are suggested for more-established 
researchers as useful introductions to widen 
their data skills, such as machine learning 
and object-oriented programing. Two ad-
ditional modules aim to provide Principal 
Investigators with an overview of data man-
agement and skills needed for open data.

Of the core curricula, the two skill areas 
addressed least by existing training are 
‘Environmental data: expectations and limi-
tations’ and ‘Interdisciplinary data exchange’. 
Since materials on the former are likely to 
exist in university courses, ‘Interdisciplinary 
data exchange’ is the current focus of the 
Belmont Forum, to be taught in a mixed class 
of environmental scientists, social scientists 
and engineers.

To build on existing capabilities, e-I&DM is 
investigating the training activities currently 
available from Belmont Forum member 
agencies. In addition, e-I&DM is working 
closely with the data-science community to 
identify existing training offerings available 
from around the world and augment content 
and provision of courses as needed.

Taken as a whole, the Belmont Forum’s focus 
on data management, e-infrastructures and 
data skills is a critical step forward in advanc-
ing open-data sharing, data accessibility and 
data reuse.
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Figure 2: A "Task Force" will steer the SEI CRA implementation in synergy with the Belmont Forum 
e-Infrastructures & Data Management Project, continuously monitoring the progress and activities of the funded 
projects through regular workshops, fostering collaboration and maximizing the outcomes across projects. This 
will contribute to a knowledge Hub catalyzing research efficiently through sharing of best practices, methods 
and software implementations, to allow delivery of recommendations and priorities to the Belmont Forum for 
transnational federated data e-infrastructures, data policies and capacity building.
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Guided by FAIR principles as best data man-
agement practices (Wilkinson et al. 2016), 
the World Data Service for Paleoclimatology 
(WDS-Paleo) at NOAA’s National Centers 
for Environmental Information (NCEI) has 
recently deployed new capabilities and data-
format standards. These and planned future 
developments facilitate the standardization 
and aggregation of WDS-Paleo’s small, long-
tail, and heterogeneous datasets into larger 
standardized collections. These capacities 
enhance the value of the data, analogous to 
how large volumes of well-managed big data 
can be transformed into valuable informa-
tion (Lehnert and Hsu 2015). 

WDS-Paleo archives and provides paleo-
climatology data products derived from a 
variety of sources, such as tree rings, ice 
cores, corals, and ocean and lake sedi-
ments, along with web-based services to 
access these products. To attain the goal of 
long-term professional preservation and dis-
semination of its data, WDS-Paleo partners 
with its user communities and maintains 
long-standing relationships with PAGES, 
PANGAEA and Neotoma. WDS-Paleo works 
with these partners to offer aggregated 
search capabilities. NCEI data stewardship 
operations meet the responsibilities of an 
Open Archival Information System (oais.info), 
and new and existing capabilities follow FAIR 
best practices as follows. 

Findable
WDS-Paleo makes its data findable via 
geographic map-based searches, along 
with a web service featuring an application 
programing interface (API) for programmatic 
use and a graphical user interface (GUI) that 
also acts as an API-builder tool (ncdc.noaa.
gov/paleo-search). Recently a new controlled 
vocabulary, Paleoenvironmental Standard 
Terms (PaST; ncdc.noaa.gov/data-access/pa-
leoclimatology-data/past-thesaurus) has been 
developed for documenting variables (i.e. 
paleoclimate measurements, units and meth-
ods). With the input of 25 subject-matter 
experts, terms have been assigned to over 
100,000 paleoclimatic time series, powering 
new search capabilities that complement 
other web-service features. Paleoclimate 
data are extremely heterogeneous, and 
with PaST terminology WDS-Paleo’s search 
capabilities now capture this heterogene-
ity. In the future, interactive visualizations of 
PaST will allow users to obtain more-detailed 
information about terms and will enhance 
data discovery. The governance structure for 
PaST is described at the above link.

Accessible
A recently released feature of the WDS-
Paleo web service provides users with 
capacity to bundle and download search 
results, thus easing the process of procur-
ing sets of data appropriate for specific use. 

A bundle includes data files and manifest 
information, maintaining provenance of both 
data and metadata. 

Interoperable
Upcoming and long-standing data and 
metadata formats promote interoperabil-
ity via machine readability and common 
tools. Going ahead, a NOAA Standard for 
the Linked Paleo Data Format (LiPD, lipd.
net) (now in development), is designed to 
facilitate interoperability between LiPD and 
the NOAA WDS-Paleo Template data format, 
including use of PaST terms. Standardized 
metadata formats, including DIF, ISO, 
and JSON, facilitate data discovery and 
federated search capabilities. Community-
specific data formats and software tools, 
including those developed and used by the 
International Tree Ring Databank (ITRDB) 
and International Multiproxy Paleofire 
Database (IMPD), provide key resources for 
scientific discovery.

Reusable
PaST-enhanced web-service search capabili-
ties aggregate WDS-Paleo’s small, long-
tailed datasets into larger, standardized 
collections. This can facilitate large-scale 
data syntheses, which is a key thrust in 
paleoclimatology (e.g. PAGES 2k Consortium 
2017), and also promotes reuse of paleo data 
beyond paleoclimate specialists. WDS-Paleo 
is implementing persistent identifiers and lo-
cators for datasets via the provision of DOIs. 

Going forward, PaST and a future project of 
standardizing the reporting of age determi-
nation will greatly enhance the interoper-
ability of WDS-Paleo data formats, allowing 
for easier and more robust aggregation of 
datasets. 

The WDS-Paleo website, including search, 
access, data contribution, and PaST informa-
tion is at: ncdc.noaa.gov/paleo
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Figure 1: Example of Paleoenvironmental Standardized Terms (PaST) controlled vocabulary.
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PANGAEA - Data publisher for 
Earth & environmental sciences
Michael Diepenbroek

Initiated in the 1990s, PANGAEA1 has 
evolved from a paleoclimate-data archive 
to a multidisciplinary data publisher for 
Earth and environmental sciences, ac-
credited as a World Data Center by the 
International Council for Science World Data 
System (ICSU WDS)2 and as World Radiation 
Monitoring Center (WRMC)3 within the World 
Meteorological Organization Information 
System (WIS)4. 

Even in its earliest stages, data were ar-
chived consistently and carefully curated. 
This involves cleaning, harmonizing, and 
integrating data, as well as metadata, 
within PANGAEA’s editorial workflow. 
Consequently, all data sets are annotated 
including information on how, when, and 
where they were produced, information 
about principal investigators, measurement 
and observation types, sampling and analy-
sis methods, and devices as well as refer-
ences to literature. In January 2005, the first 
data sets were registered and minted with a 
standard-compliant Digital Object Identifier 
(DOI), which enables proper citation of data 
and their integration within the publishing-
industry workflow and bibliometric analyses. 
Today, PANGAEA holds around 375’000 cit-
able data sets comprising more than 13 bil-
lion data items - numerical and textual data 
as well as binaries such as images, videos, 
or files with community specific mime types. 
Each data item is a georeferenced record 
including the parameter value, parameter 
type, and the spatial and temporal coverage; 
spatio-temporal values themselves are not 
data items. Over 18% of published data sets 
include at least one author linked to ORCID 
(the author identifier of the publishing 
industry). PANGAEA is operated as an Open 
Access library and is open to any project, 
institution, or individual scientist to use or to 
archive and publish data5.

As paleoclimate research is the scientific 
background of PANGAEA’s founders, it has 
a long-lasting relationship with PAGES and 
also looks back to a long-standing collabora-
tion with the NOAA WDS-Paleo. The recent 
common focus is on interoperability and 
findability of paleodata. Both data centers 
build the archive backbone for paleodata. 
PANGAEA holds large inventories of all 
types of paleodata, for example isotope 
and geochemical data as well as pollen and 
tree-ring data. An example data collection 
is the data collected by the PAGES C-PEAT 
working group6.

Editorial
PANGAEA is operated by a team of data edi-
tors, project managers, and IT specialists7. 

Our editors are scientists with expertise in 
all fields of Earth and environmental sci-
ence. They have a deep knowledge of the 
review and processing of scientific data. 
The PANGAEA data editorial ensures the 
integrity and authenticity as well as a high 
reusability of data. Archived data are ma-
chine readable and mirrored into our data 
warehouse which allows efficient compila-
tions and downloads of data8.

Data are submitted using a ticket system 
(Jira9) and assigned to an editor who is a 
specialist in the corresponding data domain. 
Preparation of the data for import is done 
with a highly sophisticated editorial system. 
Data editors check the completeness and 
validity of data and metadata, reformat data 
according to the PANGAEA ingest format, 
and harmonize data and metadata using 
standard terminologies (Diepenbroek et al. 
2017). The editorial review is complemented 
by inviting authors and external reviewers 
(e.g. reviewers of articles supplemented by 
the data) to proofread the data sets. After 
being accepted, the data sets are archived, 
provided with a DOI, and registered at 
DataCite10. 

Interoperability and findability
PANGAEA is furnished with a well-devel-
oped interoperability framework based on 
internationally accepted standards. All inter-
faces to the information system are based on 
web services including map support (Google 
Earth, Google Maps)11. This allows most ef-
fective dissemination of metadata and data 
to all major internet search-engine registries, 
library catalogues, data portals, and other 
service providers, and consequently ensures 

the optimal findability of data hosted by 
PANGAEA. Scientific data portals supported 
include DataOne, GEOSS12, the ICSU WDS2, 
GBIF13 and also the paleo data portal at 
NCEI14. Other infrastructures supported 
include DataCite15, ORCID16, and Scholix17, 
which supplies links between scholarly litera-
ture and data. Interoperability with ORCID 
allows users to login with their ORCID ID and 
link it to their user profile in PANGAEA. In 
this way, data publications are automatically 
assigned to matching ORCID IDs.
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Figure 1: PANGAEA’s website offers various ways to search for data.
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Climate models are improved iteratively, as 
scientific knowledge, along with computing 
and storage technology progress. Sharing 
and comparing models and their output to 
paleo reconstructions is an essential part 
of this process. This can be done by shar-
ing data directly between individuals, but 
is more efficient when formally organized 
as a MIP (Model Intercomparison Project), 
where all contributors and users adopt the 
same standards. The Paleoclimate Modelling 
Intercomparison Project (PMIP), started 
in 1990 (Joussaume and Taylor 1995), was 
one of the early MIPs, following the AMIP 
example (Gates et al. 1998).

PMIP has been successful in terms of 
participation, publications, and contribu-
tions to successive IPCC Working Group 
1 reports, and is now in its fourth phase, 
with 20 modeling groups/models from 14 
countries (Kageyama et al. 2018; Kageyama 
et al. 2016 [PMIP4 special issue]). The first 
studied periods were the mid-Holocene and 
the Last Glacial Maximum, with the pre-in-
dustrial period used as a control run. PMIP4 
now includes five additional experiments: 
the last millennium, the Last Interglacial, the 
mid-Pliocene Warm Period, the last deglacia-
tion and DeepMIP. Thanks to improvements 

in model complexity, resolution, and length 
of the simulations, the different phases of 
PMIP have targeted key scientific questions 
on climate sensitivity, the hydrological cycle, 
and abrupt event and inter-annual to multi-
decadal variability.

For PMIP4, experimental protocols were 
co-designed by the modeling and data 
communities (Kageyama et al. 2018). They 
require that the same model version be used 
for PMIP4-CMIP6 experiments and future 
climate projections so that rigorous analyses 
of climate processes, including both physi-
cal and biogeochemical interactions, can 
be performed across the range of past and 
future climate. This is done in collaboration 
with other CMIP6 MIPs (Eyring et al. 2016).

PMIP simulations address the key CMIP6 
overarching questions:

• How does the Earth system respond to 
forcing?

• What are the origins and consequences of 
systematic model biases?

• How can we assess future climate changes 
given climate variability, predictability and 
uncertainties in scenarios?

Current work places a particular emphasis 
on the assessment of the different sources 
of uncertainties resulting from, for example, 
model formulation, reconstructions of 
forcing, and internal model noise. Model-
data comparisons are key in this process 
(Braconnot et al. 2012; Harrison et al. 2015).

The PMIP model database has progressed 
from almost 2 GB for PMIP1 (~14,500 files) to 
a frightening (and unknown!) number of tera-
bytes for PMIP4 (Box 1). Standards and good 
data-distribution tools are the key to dealing 
with the massive amount of data gener-
ated, along with good communication tools 
(mailing lists and websites), and invaluable 
help from the Earth System Grid Federation 
(ESGF; Balaji et al. 2018) community that 
maintains the CMIP database.

Using standards
The database of model output is too large to 
be accessed by ordinary database queries. 
Nevertheless, users need to easily access the 
subset of the data they need for their analy-
ses, regardless of which research group gen-
erated it. In PMIP, this is achieved through 
the use of community standards. Standards 
are sometimes viewed as a hindrance to data 
production, but they are necessary to avoid 
chaos when working with multi-model data – 
the essence of a MIP. Data that is consistent 
across all the models and experiments eases 
reuse by users, and is required to automati-
cally process numerous files, easily ingest 
new files, and to reprocess files when a bug 
is found. Such standardization also generally 
makes any analyses more reproducible.

Standardization is a key aspect of the long 
history of PMIP in international collabora-
tions. PMIP currently follows the CMIP6 
standards for file format (NetCDF format) 
and metadata (Climate and Forecast con-
ventions, CMIP6 Data Reference Syntax, 
Controlled Vocabulary and Data Request). 
The NetCDF binary format has many 
advantages: self-describing, easily and 
efficiently writable/readable by programs, 
capacity to hold several gigabytes of data, 
and suitable for long-term archiving. Thanks 
to these choices it is still possible to access 
the content of PMIP1 files created more than 
20 years ago. It is not easy for the modeling 
groups to meet the CMIP6 requirements, but 
the Climate Model Output Rewriter (CMOR3) 
library and project-specific configuration 

Open paleo data from both observations and models underlies the success of the Paleoclimate Modelling 
Intercomparison Project. We present how the project has evolved from a stand-alone database to an active member of 
a distributed international infrastructure following community standards.

Lessons learned from 25 years of 
PMIP model-data distribution
Jean-Yves Peterschmitt, P. Braconnot and M. Kageyama

doi.org/10.22498/pages.26.2.60

Box 1: PMIP database factsheet

PMIP 1 PMIP 2 PMIP 3 PMIP 4

DB online 1996 2005 2011 2018

Number of groups/
models

22 18 25 20

Number of 
countries

11 10 12 14

Main experiments
0 k 
6 k 

21 k
Same as PMIP 1

PMIP 2 
+ Last 

Millennium

PMIP3 
+ Last Interglacial 

+ Mid Pliocene Warm Period 
+ Last Deglaciation 

+ DeepMIP

DB Size 1.7 GB 482 GB distributed 
several TB

distributed 
LOTS of TB…

Data distribution
ftp server 

LSCE (+PCMDI)
DODS server 

LSCE
CMIP5 
ESGF

CMIP6 
ESGF

Data format & 
Convention

NetCDF 
AMIP/CF

NetCDF 
CMIP+PMIP2/CF

NetDCF 
CMIP5/CF

NetCDF 
CMIP6/CF

Example grid IPSL 
atmosphere

lmcelmd5 
64x50 x L11

IPSL-CM4-V1-MR 
96x72 x L19

IPSL-CM5A-LR 
96x95 x L39

IPSL-CM6A-LR 
144x143 x L79

Example grid 
NCAR atmosphere

ccsm3 
128x64 x L18

CCSM 
128x64 x L17

CCSM4 
288x192 x L26

CESM2 
288x192 x L32

https://doi.org/10.22498/pages.26.2.60


PAGES MAGAZINE ∙ VOLUME 26 ∙ NO 2 ∙ November 2018CC-BY

61 SCIENCE HIGHLIGHTS: Building and Harnessing Open Paleodata

tables facilitate the creation of CMIP-
compliant files.

Accessing model data
Once the data files are available in the stan-
dard format, the next goal is to ensure they 
move as smoothly as possible from the data 
provider to the data user. This is accom-
plished through a number of developments:

• Model-output data providers need an au-
tomatic service to answer user requests.

• Users want to determine easily if the 
required data is available, and then to 
easily access the files. Given the size of 
the database (Box 1) there are ongoing 
developments to provide computation and 
analysis services directly on the servers 
holding the data.

• Users need a good documentation of the 
models and how the PMIP experiments 
were run. For PMIP4-CMIP6, this informa-
tion will be centralized on the Earth System 
Documentation (es-doc) site.

For CMIP5-6 (PMIP3-4), the data files are 
sent by the modeling groups to the closest 
ESGF Data Node and, after review ranging 

from a basic validation to an exhaustive qual-
ity control, they can be searched and down-
loaded from any other node of the federa-
tion. This distributed repository is scalable 
and is the only practical way to handle the 
10-50 petabytes of data expected for CMIP6 
(including PMIP4 data). ESGF also offers a 
fast web-search interface and bulk data-
download tools. This infrastructure is power-
ful, but it requires substantial manpower for 
customized software development and local 
node administration, as well as sufficient 
storage and computing resources.

In addition to standardization, the PMIP data 
policy has evolved over time. For PMIP1, the 
full database was initially available only for 
the groups which had submitted data during 
an embargo period, prior to public release. 
For PMIP2, the database was also available 
for people proposing an analysis project. 
PMIP3-4 followed the CMIP5-6 data policy, 
which allows anyone to use the data from 
modeling groups, with some restrictions for 
commercial applications. In turn, the results 
of the study that uses the model output must 
be shared with the same open policy, with-
out forgetting to credit the producers.

Using PMIP data
There are many ways to use PMIP model 
data, depending on the analyses to be 
done. The data complexity (number of 
available variables and file size) has in-
creased substantially since the beginning 
of PMIP, but the programing complexity has 
decreased. It is now much easier to use a 
high-level scripting language (Fig. 1) than it 
was to use Fortran programs. Users can also 
process PMIP data with the Graphical User 
Interfaces provided by some programs (e.g. 
GIS programs such as QGIS), but they may 
be quickly limited by data size and available 
operations. There is also an ongoing effort 
by the PMIP community to provide some 
higher-level web interface; this will receive 
more attention in the coming years.

Conclusion
PMIP has benefited from CMIP5-6 and the 
ESGF infrastructure, which has eased the 
comparison between past and future climate 
simulations. One of the next challenges 
is to make using the data easier for non-
modelers, especially experts in paleoclimate 
reconstructions. This will require the deploy-
ment of specific web servers similar to the 
ones used for impact studies, but custom-
ized for paleoclimate needs. Another chal-
lenge will be to deal with the long, transient 
climate simulations (thousands of years of 
model data) generated by the PMIP4 experi-
ments (deglaciation, the Eemian and the 
Holocene) when performing model-model 
and model-data comparisons.
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PMIP: pmip.lsce.ipsl.fr
AMIP and CMIPn: pcmdi.llnl.gov/mips
PMIP3 publications: citeulike.org/user/jypeter/order/
year
NetCDF: unidata.ucar.edu/software/netcdf
CF conventions: cfconventions.org
CMIP6 DRS: goo.gl/v1drZl
CMIP6 DR: earthsystemcog.org/projects/wip/
CMIP6DataRequest
CMIP6 CV: github.com/WCRP-CMIP/CMIP6_CVs
CMOR3 library: cmor.llnl.gov
es-doc: search.es-doc.org
CDAT: cdat.llnl.gov
QGIS: qgis.org
DeepMIP: deepmip.org
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Figure 1: An example of a script using the CDAT climate-oriented Python distribution in a notebook to read 
PMIP3 data from a NetCDF file (surface temperature, anomaly for the Last Glacial Maximum minus the pre-
industrial control, for the IPSL-CM5A-LR model), compute the annual mean and plot it on a global grid and a 
smaller region.
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At present, scientists are asked to up-
load their data to various “silos” (loosely 
connected data centers like WDS-Paleo1, 
PANGAEA2, or Neotoma3), which use differ-
ent formats and conventions, hampering in-
teroperability. Further, there is sometimes 
little guidance on what information needs 
to be archived to provide long-lasting 
scientific value. While paleosciences offer 
a long-term perspective on environmen-
tal change, this cannot happen without a 
long-term perspective on environmental 
data stewardship. LinkedEarth4 (Fig. 1) was 
funded by the EarthCube program5 as a 
two-year “integrated activity”, with the twin 
aims of putting paleoclimate data steward-
ship in the hands of data generators, and 
developing standards that promote effec-
tive reuse. Here we review LinkedEarth’s 
successes and outstanding challenges, and 
take stock of its broader lessons for the 
PAGES community. 

LinkedEarth has acted as a laboratory to 
advance the notion of decentralized paleo-
data curation, allowing data generators to 
curate their own and others' data, via stan-
dards and technologies. The basic premise 
of LinkedEarth is that no-one understands 
data better than the people who generated 
them. Therefore, data generators should 
be the ones describing their data, but in a 
consistent way to make them interoperable. 
Having participated in several PAGES’ syn-
theses (e.g. PAGES 2k Consortium 2017), 
we also appreciate that publicly-archived 
datasets are nearly always incomplete, and 
may harbor errors - requiring collective 
curation and correction (that is, the ability 
for multiple actors to edit and annotate the 
same datasets). We thus set out to develop 
a platform that would enable paleoclima-
tologists to interact with data in an intuitive 
way, resulting in standardized datasets that 
are (by construction) extensible, interoper-
able, and discoverable. 

Crowd-curation through standards
A data standard consists of three parts: (1) 
a standard terminology, to prevent ambigu-
ity; (2) standard practices, which codify the 
information that is essential to long-term 
reuse and (3) a standard format for archival 
and exchange. The latter is emerging, 
in the form of Linked Paleo Data (LiPD6; 
McKay and Emile-Geay, this issue, 2016), so 
LinkedEarth only had to contend with the 
first two parts. 

Standardizing terminology was accom-
plished by means of the LinkedEarth 
ontology7. An ontology is a formal repre-
sentation of the knowledge common to 
a scholarly field. It allows unambiguous 
definitions of common terms describing a 
paleoclimate dataset, as well as the rela-
tionships among these terms (e.g. a proxy 
observation is measured on a proxy archive 
at a particular depth). Ontologies are nec-
essary to organize information so machines 
can take advantage of digitally-archived 
data. Ontologies are inherently flexible, 
allowing to specify ecological properties 
such as habitat depth and seasonality to 
previously-archived foraminiferal-based 
records. Ontologies have had an enormous 
impact in biomedical research, ranging 
from genomics to drug discovery, and are 
beginning to permeate the geosciences8. 

Ontologies need to be sufficiently rigid 
so that dependent applications can rely 
on their structure being stable over time, 
yet sufficiently flexible to accommodate 
growth and evolution. The ontology 

maps closely to the LiPD structure, which 
serves as its stable skeleton. Extensibility 
was achieved via a new technology, the 
LinkedEarth platform9. At its core, it is a 
semantic wiki, similar to other wikis like 
Wikipedia, but based on the LinkedEarth 
ontology. The LinkedEarth wiki tracks 
changes and attributes them to authen-
ticated contributors (an ORCID is all that 
is required to join LinkedEarth). The wiki 
facilitates extensions by allowing users to 
edit the non-core aspects of the ontology: 
they can define new classes or proper-
ties, create or change definitions, start 
discussions with other users, or request 
modifications to the core ontology when 
sufficient consensus emerges. These user 
roles and interactions were defined in a 
formal charter10. The flexible structure will 
accommodate advances in techniques and 
interpretations, and allow users to depre-
cate outdated terms.

Because LinkedEarth datasets are based 
on LiPD, they can be uploaded or down-
loaded in a few clicks, and benefit from 

Data science in the paleo sphere has been hindered by a lack of standards that limit interoperability and 
interdisciplinarity. Here we describe the LinkedEarth project, which lowered some of these barriers, and offers a 
blueprint for further erasing them.

LinkedEarth: supporting paleoclimate 
data standards and crowd curation
Julien Emile-Geay1, D. Khider1, N.P. McKay2, Y. Gil1,3, D. Garijo3 and V. Ratnakar3

doi.org/10.22498/pages.26.2.62

Figure 1: The LinkedEarth design (Gil et al. 2017) is structured around a semantic core (ontology), which can be 
easily interacted with thanks to a wiki. In addition, the framework supports import/export in LiPD, rich queries, 
the elaboration of community standards, the crowd-curation of datasets and a natural link to the Web of Data, 
ensuring discoverability.
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the entire LiPD research ecosystem 
(McKay and Emile-Geay, this issue). This 
makes LinkedEarth-hosted data inher-
ently interoperable. In order to ensure 
the lasting utility of the data, LinkedEarth 
sparked the first international discussion on 
community-led data reporting standards11, 
to build consensus on the most important 
information that should be reported in 
paleoclimate datasets. This consensus-
building enterprise was facilitated by the 
LinkedEarth platform, including working 
groups, discussions, and polling (Gil et al. 
2017). 

Lastly, the semantic part of LinkedEarth 
means that datasets are broadcast to the 
web using standard schemas12, which 
make them discoverable by various search 
engines, including Google. Because of 
this outward-facing design, LinkedEarth 
datasets were the first to be integrated 
into EarthCube’s Project 41813 (P418), an 
EarthCube initiative to demonstrate com-
mon publishing approaches for data hold-
ings using such standard schemas.

Towards Interoperable Paleo Data
Discovering data pertinent to a scientific 
question is critical, but what to do once you 
find them? Imagine a user interested in the 
impact of time uncertainty on a pollen-
based temperature reconstruction at Basin 
Pond, Massachusetts, USA. After a quick 
search through the P418 interface, our user 
realizes that the temperature reconstruc-
tion is hosted on LinkedEarth while the 
geochronological information is stored on 
Neotoma. Using the P418 service, they can 
find and download the datasets of interest. 
The GeoChronR software package (McKay 
et al. 2018) can then facilitate their analysis. 
GeoChronR was built around LiPD, which 
has been mapped to the Neotoma data 
model (that is, Neotoma datasets can be 
read by any LiPD-based code). This enables 
fast integration between the LinkedEarth-
hosted temperature reconstruction 
and the Neotoma-hosted chronological 
data. Within the GeoChronR framework, 
our user has access to a variety of age-
modeling tools, including Bacon (Blaauw 

and Christen 2011). They can then readily 
visualize the new age model (Fig. 2a) and 
assess the impact of age uncertainty on the 
temperature evolution (Fig 2b). Such is the 
promise of holistic data stewardship: more 
than putting data online, it’s about drasti-
cally simplifying their reuse. 

Beyond LinkedEarth
In a short two years, LinkedEarth has 
brought to life a functional platform for 
the crowd-curation of paleoclimate data 
and an emerging data standard. Along the 
way, it provided a nucleus for interoper-
ability via synergistic software (GeoChronR, 
Pyleoclim14).

Despite these accomplishments, the vision 
still faces notable challenges. First, it has 
proven difficult to elicit broad participa-
tion: only 100 paleoclimatologists have 
answered our survey on paleoclimate 
data standards so far. We have found that 
overburdened scientists have little inclina-
tion to participate in such activities unless 
there are clear incentives. We argue that 
only publishers and funding agencies can 
provide these incentives, but have yet 
to do so. We do not envision meaning-
ful progress until they do. Another issue 
concerns adoption: despite a non-trivial 
investment of resources (funding, personal 
time for participants), very few scientists 
are actively using LinkedEarth. PAGES is 
playing a leading role in incentivizing a 
new generation of paleoscientists to curate 
high-quality data compilations and take 
advantage of the LiPD-based research eco-
system, which was built for them. PAGES 
2k15 is a case in point, having motivated the 
birth of LiPD, the need for crowd-curation, 
and many of the ontologies’ categories. 
One persistent obstacle to adoption is the 
perceived redundancy with data reposi-
tories. LinkedEarth is a framework, and 
works in tandem with repositories. It has 
strong links to WDS-Paleo, which now 
accepts LiPD as a submission format, and 
can ensure long-term archival. Because of 
LiPD’s structured nature, LinkedEarth also 
integrates well with Neotoma; links to other 
repositories are in the works. The success 

of LinkedEarth will be measured over time 
by adoption and extension of its various 
tools and standards. We look forward to 
many more PAGES compilations being 
generated, discussed, and published on 
LinkedEarth. Every new PAGES working 
group brings with it new requirements; so 
far, LinkedEarth’s intrinsic flexibility has 
enabled it to accommodate them all, and 
likely will for the foreseeable future.
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line). The bold black line represents the median. The grey areas represent the 1σ (dark) and 2σ (light) uncertainty bands on calendar age. For details, see nickmckay.github.io/
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Scientists have long harnessed paleodata 
to study ecosystem dynamics across time 
and space. For example, to reconstruct the 
postglacial expansion of tree species, von 
Post (1924) assembled fossil-pollen data from 
across Sweden; Szafer (1935) assembled data 
from Poland and neighboring areas and in-
vented isopolls to summarize the data; while 
Firbas (1949) collected data from central 
Europe north of the Alps, which he summa-
rized in various ways including with isopolls, 
which he called “Pollenniederschlagskarten” 
(pollen rain maps). These early investigators 
assembled, organized, and processed data. 
In other words, they created “databases”, 
although that term was not yet invented. 
Their work demonstrated the power of data 
collections to address emergent questions. 
With the advent of computers, this power 
was greatly amplified, for both data manage-
ment and data analysis. 

An early effort to harness computing power 
was the Cooperative Holocene Mapping 
Project (COHMAP Members 1988; Wright 
et al. 1993) in the 1970s, which developed 
an archive of pollen data as flat files. Many 
scientists contributed data to this project, 
which produced numerous publications and 
spinoff projects. Nevertheless, the data were 
not publicly available, accompanied by rich 

metadata, or stored in a relational database. 
That changed with the advent of the North 
American Pollen Database (NAPD) in the 
early 1990s, which was made available for 
public access by the National Geophysical 
Data Center of the U.S. National Oceanic and 
Atmospheric Administration. NAPD was first 
populated with data from COHMAP, then 
continued to acquire additional legacy and 
new data over about 15 years. The European 
Pollen Database (EPD) was developed simul-
taneously and in collaboration with NAPD, 
but the two databases remained separate. 
The FAUNMAP database, which included 
Quaternary data from the conterminous 
United States, was also launched in the early 
1990s and made available on floppy disk 
included with its publication (FAUNMAP 
Working Group 1994). Following the success 
of these three databases, other databases 
were developed for other regions and data 
types, including the Latin America Pollen 
Database (LAPD), African Pollen Database, 
North American Plant Macrofossil Database, 
North American Non-Marine Ostracode 
Database (NANODe), Diatom Paleolimnology 
Data Cooperative, Northern Eurasian 
Palaeoecological Database, and others. 

These database projects assembled large 
numbers of datasets, involved disciplinary 

experts, and supported and engendered sci-
entific research. Nevertheless, they suffered 
from funding lapses and inability to cross-
communicate. These issues and others led to 
the creation of the Neotoma Paleoecology 
Database (neotomadb.org) following a 2007 
workshop at Pennsylvania State University 
(Williams et al. 2018). This database is named 
after the rodent genus Neotoma, prodi-
gious collectors of diverse materials within 
their territories and which under the right 
conditions preserve a multiproxy record of 
environmental change. 

Neotoma provides the underlying cyberin-
frastructure for a variety of disciplinary data-
base projects and can accommodate virtually 
any type of fossil data or paleoenvironmental 
proxy. All data in Neotoma are stored in a 
single centralized database but are con-
ceptually organized into virtual constituent 
databases. These constituent databases, 
which may be organized according to data 
type or region, involve disciplinary specialists 
for data types and regions, thus providing 
domain scientists with quality control over 
their portions of the data. Neotoma is a cu-
rated resource with governance and control 
by disciplinary experts. “Curation” implies a 
high level of quality control. All data added 
to Neotoma are reviewed and uploaded by 

The Neotoma Paleoecological Database provides critical cyberinfrastructure for paleoenvironmental research. The 
database can accommodate virtually any type of fossil data or paleoenvironmental proxy, and is extensible to new 
data types.

Constituent databases and data stewards 
in the Neotoma Paleoecology Database: 
History, growth, and new directions
Eric C. Grimm1, J.L. Blois2, T. Giesecke3, R.W. Graham4, A.J. Smith5 and J.W. Williams6

doi.org/10.22498/pages.26.2.64

Figure 1: All data holdings in Neotoma: 22,012 datasets from 12,656 sites.
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data stewards, who are appointed by the 
leaders of the various constituent databases.

Neotoma began by incorporating data from 
existing databases such as NAPD, EPD, and 
FAUNMAP. However, Neotoma’s design 
model is flexible and expandable, with many 
open pathways for participation by new 
members, data contributors, stewards, and 
research communities. The Neotoma data 
model supports, or can be extended to sup-
port, any kind of paleoecological or paleoen-
vironmental data from sedimentary archives 
(Williams et al. 2018). As of 30 June 2018, 
Neotoma held 22,012 datasets from 12,656 
sites (Fig. 1). New datasets are added almost 
daily at an increasing rate over the past year 
(Fig. 2).

Over the past year, there has been consid-
erable push to upload surface samples for 
aquatic proxies, specifically testate amoe-
bae, diatoms, and ostracodes. The latter 
two proxies include paired water samples, 
which comprise “calibration” datasets for 
quantitative calibration of water chemistry 
from diatom or ostracode assemblages. 
As of 30 June 2018, uploads include 1886 
testate amoebae surface samples, 640 
diatom surface samples, 4515 ostracode 
surface samples, and 5297 water chemistry 
samples. The ostracode surface samples 
have been ported from NANODe and from 
the Canadian Museum of Nature-Delorme 
Ostracoda-Surface Samples database. Most 
of the samples have been uploaded from the 
Delorme database: 3769 ostracode samples 
and 3776 water chemistry samples. Although 
these samples are from other databases, they 
are not ported en masse, but are subjected 
to the validation procedures to ensure data 
quality and compliance with Neotoma meta-
data standards.

Major efforts have been undertaken to up-
load data from the EPD (Giesecke et al. 2016) 
and FAUNMAP 2 (Uhen et al. 2013) databases 
and to inventory and upload pollen data from 
Latin America. EPD data contributed before 
2007 were included in the Global Pollen 
Database (GPD), which was available from the 
World Data Center for Paleoclimatology at 
NOAA. Following a workshop in November 
2017, EPD stewards have uploaded to 
Neotoma 881 new pollen datasets from 685 
sites. After the new datasets are uploaded, 
the older EPD data ported to Neotoma from 
GPD will be replaced by the current EPD 
data, which include many updates and new 
age models. The original FAUNMAP data-
base (FAUNMAP 1), was an initial compilation 
into Neotoma. The FAUNMAP 2 database, 
which includes Canada, Alaska, and the 
Pliocene (Blancan land mammal age), was 
compiled but never released nor fully vet-
ted. Since November 2017, Allison Stegner 
and Mona Colburn have uploaded about a 
third (1009) of the FAUNMAP 2 datasets to 
Neotoma. For Latin America, Suzette Flantua 
and colleagues (Flantua et al. 2013, 2015, 
2016) have inventoried pollen and associated 
geochronological data, and in 2017 over 50 
new LAPD pollen datasets from Colombia 
were uploaded to Neotoma, including impor-
tant, classic datasets from Thomas van der 
Hammen and Henry Hooghiemstra.

Another recent improvement particularly 
relevant for vertebrate fauna, but also other 
data types, is the ability to store data about 
individual specimens, including taxonomic 
and element identification, and museum 
catalog numbers. Other data can then be 
associated with these specimens, includ-
ing radiocarbon dates, GenBank sequence 
identifiers, and isotopic measurements. 
In recent years, many high-quality AMS 

radiocarbon dates on purified collagen have 
been published (e.g. Widga et al. 2017), and 
many of these are from sites that are already 
in Neotoma. These new radiocarbon dates 
can now be added to existing or new geo-
chronological datasets, and new age models 
can be built. AMS dates on identified plant 
macrofossils also comprise another valuable 
temporal record of taxon occurrences.

The flexible and expandable Neotoma data 
model has prompted the formation of coop-
eratives for data types that previously had 
no appropriate database. Two, in particular, 
are working groups for stable isotopes and 
organic biomarkers. The data model of 
Neotoma has been expanded to accommo-
date these proxies, and the input software 
has been modified to upload and validate 
them. Test datasets have been uploaded, 
and these holdings should increase during 
future data mobilization campaigns. We 
welcome inquiries from researchers inter-
ested in contributing data or launching new 
constituent databases. The continued growth 
of Neotoma in terms of data holdings and 
data types will increasingly enable and sup-
port paleoenvironmental reconstructions, 
building upon those first initiated by von 
Post, Szafer, Firbas, and their contemporaries 
in the pre-computer era.
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Paleoclimate research, and particularly 
ice-core research, is expanding, resulting 
in a welcome increase in scientific data. 
However, we need to ensure we are follow-
ing best practices for archiving our data to 
achieve the maximum impact and sus-
tained use of the data now and in the future 
(Kaufman and PAGES 2k special-issue edi-
torial team 2018). Paleoclimate reconstruc-
tion is moving away from studies based on 
single locations to a more regional- and 
continental-scale approach (PAGES 2k 
Consortium 2013, 2017). Community ef-
forts, such as PAGES, provide a platform 
to bring together researchers from a wide 
range of disciplines and scientific back-
grounds to address key scientific ques-
tions. Journals are now taking the welcome 
step of requesting that published data be 
archived, and organizations such as PAGES 
have taken the initiative in proposing 
data standards for paleoclimate archives. 
McKay and Emile-Geay (2016) proposed 
the Linked Paleo Data (LiPD) format for data 
archiving that has been adopted by several 
PAGES projects, but some issues still arise 
when, for example, collating historical data 
for climate reconstructions. LiPD is a ma-
chine-readable data container, designed 
for paleoclimate data, that allows multiple 
levels of metadata as well as descriptions of 
proxy relations to climate variables (McKay 
and Emile-Geay 2016).

As one of the PAGES 2k regional working 
groups, Antarctica 2k was tasked with com-
piling ice-core stable water isotopes (proxy 
for past local surface temperature) and 
snow accumulation (precipitation) records. 
Figure 1 (upper panels) shows the ice-core 
site locations for both compilations as well 
as the length of the records. The resulting 
reconstructions were published as part of 
the PAGES 2k special issue in Climate of the 
Past (Stenni et al. 2017; Thomas et al. 2017). 
The exercise highlighted the importance 
of data archiving. While collating ice-core 
records we also faced some difficulties that 
we want to share here. Moreover, we make 
some recommendations to the paleocli-
mate community to expand upon the data 
format proposed by McKay and Emile-Grey 
(2016) to facilitate future endeavors.

Experience collating ice-core data
For compiling the Antarctica 2k isotopic 
database, the records were identified 

by searching the literature and calling 
for data from the Antarctica 2k working 
group mailing list subscribers. A total of 
112 records were collected but only 79 
met the minimum requirement of having 
at least 30 years of data coverage since 
1800 CE (Stenni et al. 2017). One of the 
selection criteria developed by the PAGES 
2k Network (pastglobalchanges.org/ini/
wg/2k-network/data) was that the data 
used in the compilation must be published, 
peer-reviewed and publicly available. 
However, about one-third of the records 
used in the syntheses were not previously 
available publicly, despite them having 
been described in peer-reviewed pub-
lications. Only 53 records were publicly 
available, distributed among four different 
data repositories, while 33% of the records 
had not been uploaded after publication 

(Fig. 1; lower panel). At this point a major 
effort was required to have all the data 
uploaded in a public repository. A request 
was sent to authors asking them to deliver 
the selected data to a public data center. 
These requests resulted in three different 
outcomes (1) the authors agreed and de-
posited their data, (2) they sent us the data, 
which we directly uploaded to NOAA-WDS 
Paleoclimatology, and (3) five records were 
made available in the article’s supplemen-
tary material through the journal’s website 
upon publication.

The task of collecting ice-core-based 
snow accumulation records proved more 
challenging than for water isotopes. 
Despite the existence of a large number 
of ice cores with annually dated stable 
isotope records, the number of published 

We share our experience of compiling ice-core data for PAGES’ Antarctica 2k working group publications. Almost 
one third of the records were not publicly archived, despite appearing in peer-reviewed literature, highlighting the 
obstacles posed when performing synthesis studies.

Wrangling data from short Antarctic ice cores
Barbara Stenni1 and Elizabeth R. Thomas2
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Figure 1: Upper panel: locations and length of records for the recent PAGES Antarctica 2k water isotope 
(left, Stenni et al. 2017) and snow accumulation (right, Thomas et al. 2017) compilations. Lower panel: list of 
recognized ice-core data repositories and the numbers of records used in the Antarctica 2k database.
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snow-accumulation records is limited. 
Just 79 snow accumulation records were 
available, compared to 112 for the stable 
water isotopes. Twenty-two of the ice-core 
records submitted to the isotope data-
base did not have a corresponding snow 
accumulation record, either published or 
publicly archived, despite the evidence 
that an annual depth-age scale must exist. 
Snow accumulation (the sum of precipita-
tion, sublimation, melt and erosion) is the 
distance between dated tie-points, such 
as annual layers used to produce age-
depth scales. This distance is corrected for 
compaction, based on measured density, 
ice thinning and flow, which can be difficult 
to measure in low-accumulation areas. 
Another reason for the discrepancy in 
the number of records published may be 
that less scientific value is placed on snow 
accumulation compared to other proxies. 
If the additional 13 records from the East 
Antarctic plateau were made available, the 
spatial coverage in this region would have 
increased by 40%, while making the snow-
accumulation records available for sites 
in the Antarctic Peninsula and Dronning 
Maud Land would have increased the 
temporal coverage in these regions from 
200 to 500 years. Searching for the data 
was not straightforward. The 56 records 
that were publicly available were stored in 
four different archives (Fig. 1). The remain-
ing 23 records were obtained by directly 
contacting original authors via email. In 
some cases, the ice cores were collected 
several decades ago and the original 
author was no longer working in the field. 
In those cases, the data were collected via 
third parties such as the authors of previous 
compilation studies or directly emailing 
current members of the research team. The 
majority of the data requested was made 
available, however the exercise was time-
consuming, as often only the raw data was 

provided and all metadata (such as dating 
method, thinning functions) needed to be 
extracted from the original publication and 
submitted as a new entry in the database. 
In accordance with the PAGES 2k and 
Climate of the Past data policies, all records 
had to be archived at a recognized data re-
pository with a unique digital identity (DOI 
or url) prior to publication. However, given 
the large number of records for which this 
was not possible (when the original author 
was not able or willing to submit the data to 
a data center themselves), the decision was 
made to publish all original records in a 
public archive together as a single compila-
tion, with the metadata and data citations.

Final remarks
Despite the growing number of records in 
public repositories and the great efforts 
of promoting open data, our Antarctica 2k 
experience pointed out that much valu-
able data (new and old) have not yet been 
transferred to public data centers. Indeed, 
if we look at the spatial distribution of the 
records included in the two compilations 
(Fig. 1) these are not exactly overlapping. 
This mismatch suggests that many datasets 
are still missing from public repository. 

We suggest two simple actions, which are 
not limited to the Common Era but can be 
applied also to longer records. We encour-
age the international ice-core community 
to: 

• archive not only new but also previously 
published ice-core datasets with a recog-
nized data repository; 

• adopt the flexible data container LiPD 
for storing multi-proxy datasets and rich 
metadata from ice cores (McKay and 
Emile-Geay, this issue) and described by 
the LinkedEarth ontology (Emile-Geay et 
al., this issue; Fig. 2). 

The regional- and continental-scale tem-
perature and snow-accumulation recon-
structions carried out by the Antarctica 2k 
working group opened the possibility to 
address a longstanding question about the 
relationship between temperature and pre-
cipitation in Antarctica, which is one of the 
aims of the new CLIVASH 2k project (past-
globalchanges.org/ini/wg/2k-network/
projects/clivash). However, a major effort is 
still needed for having properly compiled 
and accessible records of isotopes (surface 
temperature), snow-accumulation rates, as 
well as sea-ice proxies, from all Antarctic 
drilling sites. The lack of available data in 
public repositories together with the need 
to increase the spatial coverage of our ob-
servations, particularly in the coastal areas, 
are still hampering our understanding of 
the recent climate variability in Antarctica.

AFFILIATIONS
1Department of Environmental Sciences, Informatics 
and Statistics, Ca’ Foscari University of Venice, Italy

2Ice Dynamics and Paleoclimate, British Antarctic 
Survey, Cambridge, UK

CONTACT
Barbara Stenni: barbara.stenni@unive.it

REFERENCES
McKay NP, Emile-Geay J (2016) Clim Past 12: 1093-1100

Kaufman DS, PAGES 2k special-issue editorial team (2018) 
Clim Past 14: 593-600

PAGES 2k Consortium (2013) Nat Geo 6: 339-346

PAGES 2k Consortium (2017) Sci Data 4: 170088

Stenni B et al. (2017) Clim Past 13: 1609-1634

Thomas ER et al. (2017) Clim Past 13: 1491-151

Figure 2: LiPD data container (McKay and Emile-Geay 2016) used in our regional isotopic and snow-accumulation reconstructions. This flexible framework can allocate 
unlimited number of climate proxy data types (sea ice, wind strengths, etc.), author interpretations and metadata fields.

http://pastglobalchanges.org/ini/wg/2k-network/projects/clivash
http://pastglobalchanges.org/ini/wg/2k-network/projects/clivash
http://pastglobalchanges.org/ini/wg/2k-network/projects/clivash
mailto:barbara.stenni%40unive.it?subject=
https://doi.org/10.5194/cp-12-1093-2016
https://doi.org/10.5194/cp-14-593-2018
https://doi.org/10.5194/cp-14-593-2018
https://doi.org/10.1038/NGEO1797
https://doi.org/10.1038/sdata.2017.88
https://doi.org/10.5194/cp-13-1609-2017
https://doi.org/10.5194/cp-13-1491-2017


PAGES MAGAZINE ∙ VOLUME 26 ∙ NO 2 ∙ November 2018 CC-BY

68  SCIENCE HIGHLIGHTS: Building and Harnessing Open Paleodata

Since the birth of the discipline in the mid-
19th century, archaeologists have recognized 
that climate variability has a role in explain-
ing the locations, densities, and practices of 
human populations. The variability archae-
ologists could then recognize was the large 
and dramatic sort involving the ebb and flow 
of glaciations that altered coastlines and 
changed the areas people could access, and 
the distributions of plants and animals they 
depended on (e.g. Lartet 1861; Lubbock 
1890). 

Along with related advances in the Earth 
sciences, the development of palynology in 
the late 19th century, tree-ring dating and 
dendroclimatology ca. 1930, and radiomet-
ric dating in the mid-20th century greatly 
increased the scope and chronological 
precision of paleoclimatic proxies. By the 
mid-20th century, studying fauna, flora, sedi-
ments, and other residues from archaeologi-
cal sites became recognized subdisciplines 
(e.g. zooarchaeology, paleoethnobotany, 
geoarchaeology) and standard archaeologi-
cal practice. Archaeological prospection and 
excavation increasingly include investigation 
of bogs, lakes, or packrat middens to assess 
local environmental change. Today, many of 
the “grand challenges” facing archaeology 
involve understanding the range of human 
responses to climate change and human 
manipulation of the landscape at various 
scales (d’Alpoim Guedes et al. 2016; Kintigh 
et al. 2014).

Barriers to addressing these challenges 
include lack of access to and understanding 

of climate-change data relevant to studies 
of cultural change. Environmental data from 
archaeological sites yield an anthropocen-
tric view of the past, since they result from 
human activities including resource harvest-
ing, hunting, and exchange. Activities in and 
around sites are, however, always subject to 
external factors; occupants’ responses to 
changes in climate and environment will be 
reflected as changes in materials excavated 
from sediments of different ages. Indeed, 
the ensemble of excavated sites constitutes 
a “Distributed Observational Network of the 
Past” (DONOP; Hambrecht et al., in press) 
that provides the most direct evidence of 
our long-term interactions with our environ-
ments. As the Anthropocene debate has 
emphasized, human-nature interactions are 
not recent, simple, one-way, or local. People 
have been dramatically changing landscapes 
for over 10,000 years (Smith and Zeder 2013). 
Any study of paleoclimate, paleoenviron-
ment, or paleobiodiversity, especially using 
broad-scale aggregated data, must evaluate 
the potential for human influences on proxy 
data used to infer natural change or variabil-
ity (e.g. Li et al. 2014). As our only available 
line of evidence on past human and social 
responses to climatic variability, lessons from 
archaeology are critically important to form-
ing future responses to climatic variability 
(Jackson et al. 2018). But just as archaeology 
studies climatic variability, climate change 
can destroy sites or their contents: we are 
rapidly losing archaeological data through 
erosion, rising sea levels, and thawing of 
permafrost (Hollesen et al. 2018). There is an 
urgent need for collecting and curating more 

data before key sediment archives are lost 
forever.

Major current efforts to curate 
open archaeological data
Although archaeologists have been using 
databases for decades, these were often 
project-oriented systems with short lifes-
pans. Systematic initiatives to curate archaeo-
logical data have appeared in the last two 
decades, including Digital Antiquity (digi-
talantiquity.org) and its tDAR database (tdar.
org), centered on, but not limited to, US heri-
tage resources; Open Context (opencontext.
org) (Wells et al. 2014); and the Archaeology 
Data Service (archaeologydataservice.ac.uk), 
the accredited digital repository in the UK for 
heritage data. Some national data services 
provide archaeological data, including DANS 
in the Netherlands (easy.dans.knaw.nl/ui) and 
the Swedish National Data Service (snd.gu.se/
en). The Ariadne infrastructure (ariadne-infra-
structure.eu) is working towards providing a 
single data-discovery service for all European 
resources. Although these archives are not 
specifically oriented towards paleoclimatic 
data, they contain much data important for 
understanding past environmental condi-
tions and changes. As their interfaces are 
rarely designed with this in mind, consider-
able processing may be required to achieve 
paleoenvironmental insights. For example, 
using these data requires coping with the 
complexities of archaeological stratigraphy 
and possibly integrating archaeological 
dating with age-depth modeled reconstruc-
tions. Systems for standardized ontological 
mapping between datasets, such as tDAR’s 

Archaeology depends on, and generates, proxy paleoclimatic and paleoenvironmental data. We review various 
initiatives, most quite recent, by which archaeologists seek to make these data more readily discoverable and useful, 
to facilitate the cumulation of research.

Paleodata for and from archaeology
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Figure 1: Data-driven research process using archaeological resources. Stored grain pest or parasite occurrences are extracted from SEAD; further information linked through 
‘agricultural buildings’ is extracted from sources identified using DataArc’s concept map; the results are visualized as environmental changes across a series of samples.
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data-integration framework (Kintigh et al. 
2018), facilitate such processes.

Archaeological services emphasizing 
paleoenvironmental data
Several new projects move beyond the scope 
of most archaeological archives to provide 
data and tools for exploring the relation-
ships between archaeological and environ-
mental data. The Strategic Environmental 
Archaeology Database (SEAD: sead.se; 
Buckland 2014; Uhen et al., this issue) is 
specifically designed to provide research-
level open access to proxy environmental 
data. These include Quaternary fossil insects, 
plants, bones, soil parameters, dendro-
chronology, and geochemistry from mainly 
European archaeological research (currently, 
some 15,000 datasets). SEAD includes 
species traits and cultural/environmental 
classifications that allow searches for and 
reconstructions of inferred environments 
or activities and past species distributions. 
It provides data to Neotoma and the Earth 
Life Consortium (see this issue) and ar-
chaeological data portals including DataARC 
(data-arc.org). SEAD facilitates multi-proxy 
approaches, such as tracking the spread of 
pests and parasites with people, agriculture 
and climate change (Fig. 1; Panagiotakopulu 
and Buckland 2017). 

DataARC is designed to go beyond multi-
proxy databases and suggest innovative links 
among resources. Essentially an advanced 
data-discovery tool, currently focused on 
the North Atlantic region, DataARC links 
diverse data types through space, time and 
concept – the latter using a semantic map to 
interlink higher-level concepts represented 
by different data or derived products. The 
suggested linkages not only expose data 
to users outside of core domains, but also 
promote novel research using less-obvious 
interdisciplinary relationships (Fig. 1). Thus 
DataARC goes further than past traditional 
archived data-retrieval platforms and feder-
ated systems, such as Ariadne, by providing 
more-advanced exploratory data-analysis 
tools to an expanded audience.

SKOPE (Synthesizing Knowledge of Past 
Environments; openskope.org) is designed to 
provide easy access to paleoenvironmental 

and paleoclimatic data that have been pro-
cessed to be readily useful. Some of these 
datasets have been previously published; 
others are created through SKOPE. SKOPE 
focuses on delivering annual, gridded 
(raster) reconstructions centered on the US 
Southwest, including:

• High-frequency temperature, precipitation, 
and maize-farming niche over the last 2000 
years, reconstructed for the US Southwest 
from networks of tree-ring chronologies us-
ing the “PaleoCAR” method (Bocinsky and 
Kohler 2014) (Fig. 2);

• High-frequency Palmer Modified Drought 
Index over the last 2000 years, recon-
structed from tree rings and available as the 
North American Drought Atlas;

• Elevation data from the Shuttle Radar 
Topography Mission (SRTM) dataset, avail-
able from NASA; 

• Contemporary, monthly temperature 
and precipitation data for the contiguous 
United States, available from the PRISM 
Climate Group at Oregon State University.

We plan to add other existing and novel 
datasets in coming months, including:

• Low-frequency temperature reconstructed 
from a network of pollen samples avail-
able in Neotoma Paleoecology Database 
(neotomadb.org) using the modern analog 
technique (MAT; Overpeck et al. 1985), 
extending to the early Holocene;

• A new temperature reconstruction integrat-
ing the high-frequency signal from tree 
rings with the low-frequency signal from 
pollen (MAT) through wavelet modulation 
for Common Era;

• Past species and vegetation community 
distributions based on the temperature and 
precipitation fields available in SKOPE; 

• Contemporary potential maize productiv-
ity fields for several Native American maize 
landraces.

We are interested in including other legacy 
paleoenvironmental data that would benefit 
from the enhanced access and analysis pro-
vided by SKOPE.

Conclusions
Archaeological data processed to reveal 
socio-ecological interactions are essen-
tial to understanding past human experi-
ence and how today’s world was shaped. 
Archaeological data that inform on paleocli-
mates or paleoenvironments are more avail-
able than many Quaternary scientists likely 
realize. The projects we describe enhance 
access to and facilitate use of paleoenviron-
mental and archaeological data. The authors 
welcome further collaboration with paleocli-
matologists and paleoecologists to ad-
dress human and climate interactions more 
comprehensively.
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Although open data resources are growing, 
most scientific data remain "dark" (Heidorn 
2008), available only in peer-reviewed lit-
erature, where the volume and lack of struc-
ture for these data resources presents chal-
lenges to data retrieval. GeoDeepDive is an 
expanding digital library with toolkits that 
allow automated acquisition and manage-
ment of published and unpublished docu-
ments, supporting large-scale text and data 
mining of published, peer-reviewed journal 
articles (Peters et al. 2014; geodeepdive.
org). Initial projects have demonstrated 
the utility of GeoDeepDive's large-scale 
synthetic geoscientific research (Peters et 
al. 2017), with new efforts underway.

GeoDeepDive provides a corpus of docu-
ments that contain a set of user-prescribed 
keywords (e.g. ‘IRD’ and ‘Pliocene’ or 
‘Pleistocene’ or ‘Holocene’). Users develop 
a set of rules to define the kinds of data 
they wish to retrieve (coordinates, measure-
ments, etc.) from a subset of the matching 
publications, and write a test application. 
The application is deployed against the 
full GeoDeepDive corpus once a user has 
developed and tested their workflow on the 
data subset. 

Initial work with GeoDeepDive – studying 
the dynamics of Northern and Southern 
Hemisphere ice sheets during the 
Quaternary – has allowed us to leverage 
publications focusing on ice-rafted debris 
(IRD). Assembling information from publica-
tions documenting IRD at marine drilling 
sites is a non-trivial task that has tradition-
ally involved painstaking literature com-
pilation (Hemming 2004). GeoDeepDive 
allowed us to discover and extract informa-
tion by searching through 7.5 million publi-
cations across a range of publishers using 
an R workflow based on regular expressions 
and natural language-processing utilities. 
This work also allows us to develop a gen-
eral workflow for GeoDeepDive, support-
ing others who might use it in their future 
research (Fig. 1).

Future directions
Our GeoDeepDive workflow allows us to 
extract and plot reliable latitude-longitude 
pairs from publications reporting IRD 
events (Fig. 1). We are building a spatial da-
tabase of IRD events and beginning to ex-
tract event ages from the papers. Extracting 
temporal information from the unstructured 
peer-reviewed literature is a non-trivial but 

tractable task using regular expressions and 
string matching. We are also differentiating 
primary, original sources from secondary 
studies that include previously published 
data, and building a GitHub repository 
for open code development and sharing 
(github.com/EarthCubeGeoChron). Next 
steps include building summary maps of the 
location, finding specific named IRD events 
or the timing of IRD deposits found in 
cores, and continuing development of an R 
package (github.com/EarthcubeGeochron/
geodiveR). The project will result in an 
IRD database that can provide a better 
characterization of Northern and Southern 
Hemisphere ice sheets over the last 5.3 
million years. The R package that results 
from this work will consist of a general set of 
tools for querying space and time informa-
tion from GeoDeepDive, allowing other 
researchers to simply import their own data 
using their own search logic and output 
coordinates and subsets of the text relevant 
to a researcher’s particular questions.

An ongoing question in this broad-scale, 
data-mining project is to determine the 
appropriate points for human intervention 
and interpretation, one of many questions 
discussed at a recent GeoDeepDive user 
workshop in Madison, USA (geodeepdive.
org/workshop2018). These points should 

be minimized for reasons of scalability, 
but some features may not be readily 
automated. Future advances will likely be 
powered by "centaur" systems combin-
ing the relative strengths of human- and 
machine-learning approaches, which will 
then provide the basis for new applications 
of machine-learning methods. We view the 
GitHub Repository and the R package as 
building blocks that will serve research-
ers across the geosciences and allied 
disciplines.
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Figure 1: GeoDeepDive workflow used to build a corpus of documents that mention “ice-rafted debris” (IRD), 
screen a vetted set of the documents, and summarize the documents and relevant information (github.com/
EarthcubeGeochron/geodiveR). ‘Cleaning’ = removing instances of IRD in the affiliations and references sections; 
regex = regular expression; nlp = natural language processing; glos. = glossary; Checker = a step to ensure 
sentences contain relevant IRD information; gddid = GeoDeepDive identification key. 
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Paleoclimatology is a remarkably diverse field 
of research, revolving around hard-won and 
complex datasets that typically represent 
hundreds of hours of field work, labora-
tory analyses and nuanced interpretation. 
Integrating those diverse datasets to piece 
together a spatio-temporal understanding 
of how, when and why climate has changed 
in the past is a grand challenge of paleocli-
matology; one that requires careful handling 
of these data and their interpretations. 
Researchers often spend up to 80% of their 
time collecting, organizing and formatting 
data, before they can even begin addressing 
the questions they set out to tackle (Dasu and 
Johnson 2003). This was certainly our experi-
ence, and is why we developed the Linked 
Paleo Data (LiPD) framework. As the number 
of records relevant to paleoclimate research 
continues to grow, and the methodologies 
for investigating datasets and data networks 
become more complex, our community can-
not afford to continue wasting time on data 
wrangling when there’s so much science to 
be done! 

The linked paleodata solution
The technical details of LiPD are presented 
in McKay and Emile Geay (2016), but the 
concept is simple: LiPD provides a flexible 
structure that contains and describes any 
paleoclimatic or paleoenvironmental dataset, 
the metadata that describe the details and 
complexity of the data (at any level from 
observations to collections), as well as models 
that accompany the data and their output, 
such as age models and their ensemble 
output. This powers efficient, 21st century sci-
entific workflows, and enables open science 
and reproducible research.

This is why LiPD has been used by multiple 
data-intensive PAGES working groups, includ-
ing the 2k Network Temperature Database 
(PAGES 2k Consortium 2017), and Iso2k1. 
Being able to rely on consistently structured 
data with rich metadata has greatly reduced 
the “time to science” for projects relying on 
the PAGES 2k database, such as the forth-
coming global temperature reconstruction 
intercomparison2, and the Last Millennium 
Reanalysis project.

Having structured and standardized data also 
enables efficient access to state-of-the-art 
analysis tools. One example is age-uncertain 
data analysis using the GeoChronR package3. 
GeoChronR relies on LiPD’s capacity to con-
tain and describe age-model ensembles to 
simplify quantifying the effects of age uncer-
tainty on paleoclimate analysis. For example, 
quantifying and visualizing the impact of 
age uncertainty on a calibration-in-time with 
temperature, both on the regression model 
and the reconstruction back in time, is greatly 
simplified with LiPD and GeoChronR4.

A growing LiPD “ecosystem”
Data standards and formats are only as useful 
as the breadth of their adoption. Thankfully, a 
LiPD “ecosystem” of datasets, standards, and 
tools is emerging (Fig. 1). 

Datasets: More than 3000 datasets have now 
been formatted as LiPD files, largely as part 
of PAGES working group efforts. These data 
are archived at WDS-Paleo and LinkedEarth 
(Gil et al. 2017). LiPD is also well suited to 
serve as an “interchange format”, facilitating 
the transfer of datasets from researchers to 
repositories and tools. As LiPD is not tied to 
any particular repository, initial connectiv-
ity with WDS-Paleo and Neotoma has been 
developed, and two-way interoperability with 
other repositories, including LacCore, and 
Open Core Data is forthcoming as part of the 
Throughput project5.

Standards: From the outset, LiPD was 
designed to support “Linked Open Data”, 
an international effort to connect data and 
concepts and make them broadly accessible 
through the semantic web6. As part of the 
LinkedEarth project, we created the “LiPD 
Ontology”, the first ontology for paleoclima-
tology7. LiPD also enables community-devel-
oped data standards (Emile-Geay and McKay 
2016; Emile-Geay et al., this issue), including 
WDS-Paleo’s controlled vocabulary8.

Tools: A wide range of tools that “speak” LiPD 
have been developed. This includes the LiPD 
Utilities, which provide basic functionality 
for reading, writing and querying LiPD data 
in R, Matlab and Python, and provides the 
base-level functionality for more sophisti-
cated packages, including GeoChronR9 and 
Pyleoclim10. A rich set of interactive, graphi-
cal, web-based tools for creating and modify-
ing LiPD files has been created at lipd.net. 

CScience, an AI-powered tool for age model-
ing uses LiPD as an input and output format 
(Bradley et al., this issue).

LiPD has always been collaborative and open-
source, and we look forward to the contin-
ued expansion and evolution of these data, 
standards and tools by the community. To 
learn more about LiPD, how to use if for your 
research, and upcoming training opportuni-
ties, please visit lipd.net
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Figure 1: The LiPD ecosystem: a growing network of scientific communities, data repositories, and analysis tools 
connected and enabled by LiPD.
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Artificial intelligence (AI) provides major op-
portunities for scientific analysis. Automated 
reasoners can explore problem spaces 
quickly and alert practitioners to possibili-
ties that they had not considered. As a case 
in point, we describe the CSciBox system. 
Working with data from a paleorecord, 
such as 14C dates from a sediment core (Fig. 
1a) or 18O values from an ice core, CSciBox 
produces a set of age-depth models, plus a 
description of how each one was built and an 
assessment of its quality.

The AI field has two branches: symbolic 
methods capture human reasoning in closed 
form; statistical methods such as neural 
networks, aka “machine learning” (ML), fit 
sophisticated models to sets of labeled 
examples. Both have strengths and weak-
nesses. ML methods are powerful, but 
training them requires a large number of 
examples. This is problematic in the context 
of age-depth models, where there is rarely 
more than one published example for each 
core. The symbolic AI approach has its own 
challenges: human reasoning is remarkably 
difficult to capture in formalized, useful ways. 
However, an AI system seeded with that kind 
of knowledge can narrate its choices and 
explain its actions as it solves problems – an 
absolutely essential feature for a scientific 
assistant, and one that ML methods cannot 
provide.

CSciBox marries these two different types of 
approaches. Its toolbox includes a number 
of traditional data-analysis methods, along 
with a set of statistical methods that model 
the different underlying physical processes 
(e.g. sediment accumulation). A symbolic AI 
engine explores the search space of possible 
age-depth models: choosing among those 
methods, invoking them on the appropri-
ate data fields with appropriate parameter 
values, analyzing the results, making ap-
propriate modifications, and iterating until 
the results match the scientist’s physical 
understanding of the world.

There can be evidence and reasoning both 
in favor of and against any given age model. 
CSciBox uses one of the few AI techniques 
that handle this situation, “argumentation” 
(Bench-Capon and Dunne 2007), which 
involves constructing all arguments for and 
against each candidate age model and 
then weighing them against one another 
(Rassbach et al. 2011). In the case of the data 
in Figure 1(a), CSciBox reasons from the 
latitude and longitude of the core to choose 
the IntCal marine 13 curve (Reimer et al. 
2013) and the reservoir-age correction (calib.
org/marine), then searches for an age-depth 
model to fit the calibrated, corrected age 

points. It first tries linear regression but 
discards the resulting model because the 
argument against it (large observed residu-
als) is stronger than those in favor (consistent 
slope, no reversals). It then tries piecewise-
linear interpolation, producing the age 
model shown in panel C of the figure, but 
finds that that, too, is a bad solution (low 
residuals but inconsistent slope and pres-
ence of reversals). CSciBox then builds and 
evaluates an age-depth model using Bacon 
(Blaauw and Christen 2011), constructing 
and balancing arguments about the consis-
tency of the slope (good) and the size of the 
residuals (small) against the fact that Bacon 
does not converge to a single distribution – 
as is clear from Figure 1d – and that some of 
the age points are outside the error bounds.

Like many powerful tools, Bacon’s actions 
are guided by a number of free parameters. 
CSciBox encodes a number of rules that 
capture how experts tune those parameter 
values, which it uses to explore the param-
eter space and improve the Bacon model. 
This is a major advance; tools like Bacon are 
very powerful, but they can be difficult to 
use. At the end of the exploration process, 
CSciBox presents the strongest model to 
the user, together with a full narration of 
the process involved in building it. CSciBox 
uses LiPD (McKay and Emile-Geay 2016) 
to store all of this information (data and 

metadata), making the analyses completely 
documented and reproducible, as well 
as smoothly interoperable with any other 
LiPD-enabled software. Like LiPD, CSciBox 
is open-source; see Bradley et al. (2018) for 
code and documentation.
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Figure 1: Screenshots of CSciBox building an age model for a marine-sediment core from the Gulf of Mexico 
(Xie et al. 2012). (A) raw 14C ages (•), (B) linear regression, (C) piecewise-linear interpolation, and (D) Bacon 
model. All plots are age in years BP vs. depth in meters. (  ) indicates an age point that has been corrected for 
reservoir age and undergone a CALIB-style calibration.

http://calib.org/marine
http://calib.org/marine
mailto:lizb%40cs.colorado.edu?subject=
https://doi.org/10.1016/j.artint.2007.05.001
https://doi.org/10.1214/11-BA618
https://doi.org/10.5281/zenodo.1245175
https://doi.org/10.5281/zenodo.1245175
https://doi.org/10.5194/cp-12-1093-2016
https://doi.org/10.1609/aimag.v32i2.2349
https://doi.org/10.2458/azu_js_rc.55.16947
https://doi.org/10.1029/2012PA002337
https://doi.org/10.22498/pages.26.2.72


PAGES MAGAZINE ∙ VOLUME 26 ∙ NO 2 ∙ November 2018CC-BY

73 SCIENCE HIGHLIGHTS: Building and Harnessing Open Paleodata

Weather prediction has undergone a “quiet 
revolution” in recent decades (Bauer et al. 
2015), fueled by increasing observations 
and the capability to assimilate them into 
increasingly sophisticated numerical mod-
els. Paleoclimatology today is at the cusp of 
such a revolution, moving away from a focus 
on single-site studies to the assimilation of 
global, multiproxy data streams into climate 
models (e.g. Brönnimann et al. 2013; Goosse 
2016; Hakim et al. 2016; Franke et al. 2017) 
thanks to (1) advances in data assimilation 
(DA) methodology; (2) open, standardized 
paleoclimate datasets; and (3) proxy system 
models (PSMs). A critical element of DA 
that allows this synthesis involves mapping 
information from climate models to proxy 
measurements through PSMs (e.g. Dee et al. 
2015). DA weighs the information from prox-
ies against a climate-model simulation of the 
proxy value, and spreads that information 
in space and to other climate variables (Fig. 
1). Future progress depends strongly on 
openness and standardization of paleocli-
mate proxy data, so we describe here the 
dependence of DA on open paleoclimate 
data, emerging standards, and ideas for ac-
celerating progress.

Openness in data sharing 
and standardization
The currently highly heterogeneous nature 
of the proxy records is the main limitation to 
DA progress. Improvements involve three 
components common in data science: (1) 
data distribution, (2) data standardization, 
and (3) data-revision tracking.

Over the past two decades, distribution of 
paleoclimate proxy data has migrated from 
individual scientists sharing their data to 
centralized data centers, such as the World 
Data Service for Paleoclimatology, the 
International Tree Ring Databank, Neotoma, 
and Pangaea; however, large amounts of 
data have not yet been transferred to public 
repositories. Curated versions of paleo-
climate data from these centers and from 
the literature, through quality control and 
screening, have proven critical to recent 
synthesis efforts (e.g. PAGES 2k Network 
projects). However, because these curated 
versions do not track uniquely from the 
original proxy data, future efforts either have 
to work with these “forks” from the source, 
or substantially duplicate effort by return-
ing to the original data. Having the ability to 
track data from the source through the forks 
would allow for robust branching without 
returning to sources to begin anew.

Climate model output is available in 
standard format (NetCDF), with con-
ventions for units and variable naming 

(cfconventions.org). Ongoing efforts combine 
PSMs in a standardized and open-source 
framework (e.g. PRYSM; Dee et al. 2015), 
but such standardization is just beginning 
for paleoclimate data. For example, the 
Linked Paleo Data (LiPD) format (McKay and 
Emile-Geay 2016 and this issue) provides a 
universal, flexible container for a wide range 
of paleoclimate data. Because LiPD’s struc-
ture and terminology are inspired by the 
PSM framework, it is a natural format for DA 
codes, since LiPD metadata can direct PSM 
selection for a particular dataset. Although 
the emergence of LiPD offers the potential 
for a large increase in efficiently using proxy 
data in DA applications, most proxy data 
remain to be converted to LiPD format.

Future directions
Data standardization is the area where the 
greatest immediate impact can be experi-
enced. Widespread adoption of LiPD across 
proxy archives would greatly facilitate the 
reuse of proxy data and synthesis efforts, 
as would standardized revision histories. As 
much as revision tracking has transformed 
productivity in software development with 
distributed version control software such 
as Git, similar practices for proxy data are 
compelling.

One speculative future direction involves 
decentralized ledgers for proxy data. 
Cryptographically secure ledgers, such as 
Bitcoin’s blockchain, contain unalterable 

revision history that do not depend upon 
a central authority. For paleoclimate proxy 
data, this technology could be used to allow 
anyone to correct errors and, through a con-
sensus algorithm, add revisions to the public 
ledger. One can imagine motivating public 
participation with micropayments of Bitcoin. 
A small amount of funding distributed in this 
way could offer rapid progress to cleaning 
the “bugs” from proxy data archives, with the 
added benefit of citizen scientist participa-
tion in paleoclimate research.
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Figure 1: DA uses climate variables to estimate proxy values using PSMs, which can then be compared with the 
actual proxy values. The difference between these values (new information about the climate state) is weighted 
(“K”) by the error in the proxies relative to the estimate from the climate model; most important, DA also spreads 
this information in space and to other climate variables. From Hakim et al. (2016).
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Software tools that harness open-paleodata 
resources are opening new frontiers for educa-
tion, public outreach, and citizen science. The 
ability to easily and seamlessly map and visual-
ize disparate proxy datasets from multiple da-
tabases enables not only new research insights 
into past Earth system dynamics, but new op-
portunities for formal and informal education. 
The free, National Science Foundation (NSF)-
funded Flyover Country mobile app (flyover-
country.io) takes such an approach; displaying 
the current location engages the user with 
place-based, on-demand access to real data 
and to ongoing scientific research. Bringing 
students and the general public science about 
the places they love – sometimes literally in 
their own backyard – supports place-based 
education (Semken 2005; Apple et al. 2014) 
and outreach, thereby acting as gateways for 
new audiences into science and scientific ways 
of thinking, as well as interaction with publicly 
funded scientific research. The ability to easily 
cache data to a mobile device means that us-
ers can take advantage of scientific data even 
while offline, outdoors, in remote settings. 
Here, we briefly summarize how the intersec-
tion of open scientific databases and mobile 
platforms is creating new opportunities for 
traditional classroom teaching, self-directed 

field trips by undergraduates or casual travel-
ers, and citizen science. 

Classroom-oriented resources increasingly use 
content from open, community-curated scien-
tific data resources (CCDRs) as foundations for 
students to explore past global changes. For 
example, as of July 2018, SERC (the Science 
Education Resource Center at Carleton 
College, USA) hosted over 30 classroom 
activities using either the Neotoma Database 
(Williams et al. 2018) or the Paleobiology 
Database (PBDB; Uhen et al. 2013). The abil-
ity to overlay multiple datasets in a single 
visualization – floral and faunal records; ice-
sheet and sea-level positions; tectonic plate 
paleolocations, etc. – is available directly in 
some CCDRs’ online resources (e.g. Neotoma 
Explorer, PBDB Navigator, GeoMapApp), so 
they are readily adapted to support classroom 
lessons.

Mobile apps such as Flyover Country (Fig. 1) 
and Rockd (Schott 2017) extend this func-
tionality to the outdoors. Students can use 
these apps to access data about a location 
while in the classroom or field, supporting 
place-based education (Semken et al. 2005; 
Apple et al. 2014), which uses the “hook” of a 

learner’s hometown or homeland to com-
municate the relevance and excitement of 
the sciences. Place-based education is an 
especially effective approach to engaging 
and entraining students into the geosciences, 
especially members of groups who strongly 
identify with places, such as many Indigenous 
people, recent immigrants, and members of 
rural communities. Whether the setting is a 
remote landscape or a concrete-covered city, 
geoscience plays a fundamental role (e.g. 
Sanderson 2009; Broad 2018): the location, 
layout, economy, population structure, human 
history, and amenities of a place are strongly 
influenced by the underlying geology, climate, 
ecology, and geomorphology. 

Flyover Country fills a need for travelers, 
delivering interesting information about the 
landscape as seen out the airplane, train, or car 
window. The app calls data from Macrostrat 
(Peters et al. 2018), Neotoma, PBDB, 
Wikipedia, and OpenCoreData (opencore-
data.org). Information in the app has global 
coverage, with data density dependent upon 
content in the databases. Flyover Country 
also links and enriches sparse datasets: for 
instance, taxon name and age for a fossil speci-
men returned from PBDB are used to call to 

Open-data-based geovisualizations including Flyover Country can engage students and the general public with 
science. Mobile technology allows data and visualizations to be brought into the field, facilitating discovery while 
users explore the natural world in real life.

Outreach and educational opportunities 
created by open-data resources
Amy Myrbo1, S. Loeffler1, A.L.C. Shinneman2 and R. McEwan3
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Figure 1: Examples of the Flyover Country mobile app interface. Left: Dots locating fossil localities from PBDB (teal and orange [currently selected]), Wikipedia articles 
(black), and continental sediment cores (blue), overlain on a satellite image and geologic map. Wikipedia articles on the dinosaur taxa found near the orange dot are shown 
below. Center: An instructor-submitted field-trip guide showing field trip stops (purple dots) and the user’s current location (blue dot with white outline). Field-trip content 
and photo are shown below. Right: Navigation mode changes the frame of reference to match direction of travel. Gray dots are fossil localities from Neotoma, black dots 
from Wikipedia. Geologic map unit information from Macrostrat is shown below.
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other resources, including PhyloPic (phylopic.
org) for a silhouette of the taxon reconstructed 
and Wikipedia for the articles about that taxon 
and geologic time period (Fig. 2). Because 
maps are readily understood by people of all 
languages and countries, Flyover Country is 
appealing to users worldwide. The app’s large 
userbase (240,000 downloads as of August 
2018), reflecting a high level of interest from 
the general public in paleodata and related sci-
entific information, promotes a virtuous cycle 
that encourages additional data resources to 
expose their data through Flyover Country. 
New data sources being added include 
datasets from IEDA databases (iedadata.org), 
state and federal geological surveys, addi-
tional paleobiological resources, tectonic plate 
reconstructions from GPlates (gplates.org), 
physiographic regions from Natural Earth Data 
(naturalearthdata.com), and articles from other 
languages’ Wikipedia databases. 

Mobile tools like Flyover Country also create 
exciting new opportunities to enrich field 
experiences for undergraduates and the 
undergraduate geoscience curriculum. Field 
experiences at the introductory level have 
been shown to improve student satisfaction 
and likelihood to select and persist in the geo-
sciences (Karabinos et al. 1992; Wilson 2018; 
Wolfe 2018). However, logistical challenges 
at institutions (Bursztyn et al. 2017), as well 
as work, family duties, and financial hardship 
particularly common to students from groups 
underrepresented in the geosciences (Bueno 
Watts et al. 2014) can restrict students’ ability 
to participate in class field trips. Faculty may 
provide alternative activities that are class-
room- or homework-based, but these miss 
the opportunity to get students out into the 
field, making observations, developing ques-
tions, seeing real rocks and organisms, and 
connecting course content with the world they 
experience. Using mobile devices to present 
instructor-developed field-trip content and 
the user’s GPS location allows students to 
take independent field trips that fit their own 
schedules. Such an approach can engage 
students in ways similar to instructor-led trips, 
which could broaden participation in the field 
component of undergraduate courses, and 
thus help broaden participation in the geosci-
ences overall. 

Mobile apps can also access and help dissemi-
nate narrative- and location-based resources, 
such as field-trip guides from conference 
guidebooks and undergraduate courses. For 
example, a database of georeferenced field-
trip guides sourced mainly from Geological 
Society of America guidebooks has been 
developed as part of Flyover Country and 
is available for use in any software tool. This da-
tabase is open for new contributions at z.umn.
edu/fcfg. Furthermore, these field trips are 
spatially discoverable, so users can find them 
without prior knowledge or possession of the 
guidebooks or course material. 

Mobile apps can also be used to generate 
data, not just disseminate it, by encouraging 
citizen science (e.g. Bonney et al. 2014). For 
example, the Rockd app crowdsources images 
of outcrops that can ultimately be aggregated 
and used in scientific studies, and Flyover 

Country is connecting to NASA’s GLOBE 
Observer app to crowdsource ground-cover 
photographs to improve remote sensing infor-
mation. As in well-established biodiversity and 
conservation-oriented citizen-science projects 
such as eBird (ebird.org) and iNaturalist (inatu-
ralist.org), upload of new data to the project 
database can be facilitated through apps, and 
the user can see their data visualized on the 
map in the app in near-real time alongside data 
from both citizen scientists and professionals. 

The future opportunities for development of 
education and outreach using open paleodata 
are equally exciting. App development is well 
within the capacity of small research/outreach 
teams with both scientific and software de-
velopment skills; many materials supporting 
self-taught coding are available online (e.g. 
edx.org, which hosts courses from many insti-
tutions). Augmented reality offers new ways 
of overlaying data onto outcrops and land-
scapes viewed by the mobile device's camera 
(similar to star-map apps for the night sky, or 
the PeakFinder mobile app, peakfinder.org), 
further helping students and the public under-
stand the geoscientific way of seeing. Similarly, 
inclusion of new high-quality narrative and 
visual content such as Esri Story Maps (story-
maps.arcgis.com) and additional professional 
and crowdsourced field-trip guides bring 
decades of research to these new audiences. 
The developing field of semi-automated “text 
leveling” (e.g. newsela.com) when combined 
with geoscience semantics and ontologies, 
could help “translate” large volumes of content 
written for experts into material suitable for the 
general public. The availability of paleo and 
geoscience data in integrated travel systems 
(e.g. inflight entertainment, passenger trains 
and buses, self-driving cars) can bring the 

excitement of discovery, closely embedded in 
a sense of place, to new audiences worldwide.
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As humans alter the environment in unprec-
edented ways, forecasts of the future state of 
ecosystems become increasingly important. 
Good forecasts require skilled models, and pa-
leoecological data have played an important 
role validating retrospective model hindcasts. 
Modern analytical approaches, like data as-
similation, now allow paleodata to be explicitly 
incorporated into forward-looking model 
forecasts. In particular, paleodata can provide 
unique empirical constraints on forecasts of 
slow or infrequent events that are difficult 
to constrain with more recent instrumental 
measurements.

“Forecasting” has a specific meaning here, 
known from meteorology (Dietze 2017). An 
ecological forecast is a set of quantitative 
predictions about the most-likely future state 
(or reconstructed hindcast) of an ecosystem. 
A forecast is comprised of both models and 
data, each of which is incomplete and flawed: 
Models are simplified and imperfect repre-
sentations of reality, and paleodata are noisy, 
geographically sparse, usually indirect, mea-
surements of past ecosystems. Forecasting 
estimates the most-likely set of predictions of 
ecosystem state by weighting an ensemble of 
model predictions by the likelihood that they 
match statistical estimates of empirical data 
(Fig. 1A). 

Ecological models can be informed by 
paleodata via initial conditions, drivers, state 
variables, and parameters, each of which helps 
improve scientific inference (Fig 1B).

Initial conditions can have persistent impacts 
on ecosystem state in both models and in na-
ture (Turney et al. 2016). Paleoecological data 
can thus help ensure that model runs do not 
entrain the consequences of flawed initializa-
tion, e.g. by initializing from well-calibrated 
empirical estimates of historical vegetation 
(Paciorek et al 2016).

Drivers of ecosystem models include recon-
structions of climate and other external forces 
driving ecological processes. For retrospective 
studies, empirically estimated drivers (Tipton 
et al. 2016) can be assimilated into climate 
models using data-assimilation approaches 
similar to those advocated in Hakim et al. (this 
issue). 

State variables describe the state of the 
ecosystem being modeled over time. Plant 
biomass, for instance, is a state variable whose 
long-term dynamics can be modeled using 
paleoecological observations (Fig. 1A).

Model parameters, like the growth rate (r) 
in a population growth model, establish links 
among variables. Paleodata can validate 
predictions of long-term ecosystem dynamics 
based on a particular model parameterization, 

or they can identify the best among a set of 
competing parameterizations (Fig. 1B)

In data-model assimilation, discrepancies be-
tween model predictions and paleo-observa-
tions are resolved by considering their respec-
tive uncertainties; highly certain observations 
will exert a correspondingly stronger con-
straint on state variables or parameters. Hence, 
accurate representation of uncertainty is para-
mount. In Figure 1A, data from a fossil-pollen 
network, calibrated against vegetation survey 
data, produce a statistical reconstruction of 
changing plant biomass, accounting for uncer-
tainty in pollen counts, taphonomic processes, 
etc. (Dawson et al. 2016). The mechanistic 
linkages between biomass and soil carbon in 
an ecosystem model then allow the empirically 
constrained reconstruction of biomass to im-
prove estimates of soil carbon, an unobserved 
state variable. By narrowing uncertainty about 
long-term ecosystem dynamics in the past, this 
approach improves the model generally and 
thereby reduces uncertainty in forecasts of 
future ecosystem dynamics. 

The suite of approaches to paleodata-model 
fusion outlined here pose opportunities and 
challenges for the producers and synthesiz-
ers of open data. Win-win opportunities 
emerge from the iterative coupling between 
models and data (Dietze 2017), for example, 

by motivating new data campaigns to meet 
model demands. To capitalize on such op-
portunities, data stewards should work with 
statisticians and modelers to ensure that 
data are useable: For instance, when derived 
quantities, say temperature reconstructions, 
are archived, the raw data underlying them 
should also be archived, along with the code 
underlying all analyses. The rewards for this 
inconvenience will be new collaborations and 
increased predictive power!
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Figure 1: (A) Assimilating paleoecological estimates of aboveground plant biomass to forecast unobserved soil 
carbon. (B) Experimental designs for integrating paleoecological datasets with ecosystem models.
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Research emerging at the frontiers be-
tween paleoecology, paleoclimatology and 
paleogenomics is offering exciting new 
prospects for unveiling the ecological and 
evolutionary mechanisms that have shaped 
past and current-day patterns of biodiversity 
(Nogués-Bravo et al. 2018). This frontline in 
paleo research is being driven by develop-
ments in high-throughput sequencing; 
dating and computational technologies; 
and open access to curated georeferenced 
and dated fossils, collections of genetic 
sequences and paleoclimate simulations. 
These publicly available e-resources are 
the result of decades of fieldwork and their 
combination provides innovative oppor-
tunities to use ecological and evolutionary 
models to connect past observed responses 
of biodiversity to environmental processes, 
particularly during the late Quaternary 
(from 120,000 years ago) (Barnosky et al. 
2017). This integration of open-access data 
into biodiversity models is allowing funda-
mental theories in ecology and evolution 
to be tested and better connected to the 
on-ground design and implementation of 
effective measures to protect biodiversity 
(Fordham et al. 2016; Fig 1).

Until recently biodiversity modelers and 
other non-climate scientists have had 
difficulty accessing simulations of late-
Quaternary climate change at the spatial 
and temporal scales needed to understand 
population-, species- and community-level 
responses to climatic change. Now, spatially 
explicit paleoclimate simulations are readily 
downloadable at the short-temporal scales 
(decades to centuries) needed to detect 
biotic responses to paleoclimatic change 
(Fordham et al. 2017).

These spatially explicit paleoclimate simula-
tions are being used to better understand 
past biodiversity dynamics, and inform 
future conservation policies. Open-access 
databases, such as Neotoma (neotomadb.
org) or the European Pollen Database (euro-
peanpollendatabase.net) provide geographic 
localities of fossils that can be intersected 
with paleoclimatic simulations, then passed 
to statistical models to analyze changes in 
species climate niche properties through 
time, and provide spatial representations of 
past distributions of species, their climatic 
refugia and potential migration pathways 
(Gavin et al. 2014). These results can be 
used to formulate ecological hypotheses 
concerning changes in past population sizes 
and population structures, which are then 
testable with independent genetic sequence 
data from ancient DNA and modern popula-
tions – much of which is freely available 
via GenBank. This integrated analytical 
approach is providing fascinating insights 
into the historical biogeography of species, 

facilitating a better understanding of why 
species’ population sizes and distributions 
change over time, and why some species 
survived pronounced climatic shifts during 
the late Quaternary and not others (Nogués-
Bravo et al. 2018). Moreover, recent devel-
opments in paleogenomics are providing 
unparalleled opportunities to estimate not 
only the demographic histories of species 
and populations through time, but also to 
understand the evolutionary mechanisms 
that govern responses to past global envi-
ronmental change (Shapiro and Hofreiter 
2014).

Since genetic-sequence or genomic-level 
information stored in digital open-source 
databases often lack geographic coordi-
nates, deep-diving algorithms and artificial 
intelligence are being used to georeference 
hundreds of thousands of genetic sequences 
from the peer-reviewed literature, providing 
new opportunities to determine the role of 
paleoclimatic change in structuring genetic 
diversity (Miraldo et al. 2016). Another major 
barrier is the scarcity of continuous paleo-
climate simulations for the late Quaternary, 
which are only publicly available from the 
Last Glacial Maximum (LGM) to the pres-
ent day (Fordham et al. 2017). Since many 
important biotic responses to paleoclimatic 
changes occurred prior to the LGM, high 
temporal resolution paleoclimate simula-
tions from the last interglacial to the present 
day, from multiple atmosphere-ocean global 
circulation models, are urgently needed.

Open access to paleo resources, and their 
integration into macroecological models, 
has already played an important role in im-
proving our understanding of how ecologi-
cal and evolutionary processes regulate the 
severity of threats from global environmental 
change, providing a "real-world" foundation 
for better anticipating what the future may 
bring. The continued expansion of paleo-
ecological information in online databases , 
including emerging resources, such as geo-
referenced ancient and modern DNA, are 
opening new frontiers in our understanding 
of past responses of biodiversity to global 
change.
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Open-access data is uncovering past responses 
of biodiversity to global environmental change
Damien A. Fordham1,2 and David Nogues-Bravo2
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Figure 1: Information flow for using open-access data (i.e. PMIP4, European Pollen Database [EPD] and 
Neotoma) to uncover past ecological and evolutionary responses to environmental change, so as to improve the 
conservation of future biodiversity.
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Paleobiology is a classic example of a ‘long-
tail’ discipline, with the large majority of 
paleobiological data collected by individu-
als organized into tight guilds of special-
ists. Most paleobiologists have a domain 
of expertise centered on a particular set of 
organisms (or even on particular fossilized 
body parts within organisms), a geographic 
region, and a time period or timescale. 
For example, one paleobiologist might be 
an expert on leaves and seeds from the 
Paleogene of North America (leaving the 
fossil pollen and other microfossils to other 
specialists) (e.g. Wing et al. 2009), another 
might specialize in stable isotope measure-
ments from bones and teeth (e.g. DeSantis et 
al. 2009), while a third might be a specialist 
in marine foraminifera, working with ocean-
sediment cores collected from across the 
world (e.g. Barker et al. 2005). These scien-
tists also pursue varied research agendas, 
both as individuals and research teams.

There is widespread recognition that the 
whole of the fossil record is greater than 
the sum of its parts. Many of our discipline’s 
foundational advances – e.g. recognizing five 
major extinctions in Earth’s history; study-
ing speciation and extinction processes 
during and after extinction events (Raup and 
Sepkoski 1984; Sepkoski 1997; Peters and 
Foote 2001); demonstrating the relation-
ship of diversity with climate and produc-
tivity variations (Marx and Uhen 2010); 
demonstrating that species abundances 
and ranges closely, but individualistically, 
track climate variations at timescales of 102 
to 105 years during past glacial-interglacial 
cycles (Huntley and Birks 1983; Webb 1987) 
– have been made possible by the pains-
taking synthesis of many individual fossil 
occurrences into regional- to global-scale 
databases. Many paleobiological data-
bases exist, some begun and maintained by 
individual investigators and others that have 
matured into open, community-curated data 
resources (CCDRs), with data contributed 
and stewarded by a broad cross section of 
the paleobiological community (Uhen et al. 
2013; Williams et al. 2018).

The history of cyberinfrastructure develop-
ment in paleobiology has been “bottom-up”, 
with the attendant advantages and disad-
vantages. There has been broad and deep 
participation by paleobiologists in building 
community-supported cyberinfrastructure. 

The EarthLife Consortium (ELC) aims to support the accessibility, interoperability, and sustainability of paleobiological 
data across multiple resources. The new ELC Application Programming Interface (API) allows search and retrieval 
across several databases, and is readily extensible to others.

EarthLife Consortium: Supporting 
digital paleobiology
Mark D. Uhen1, S. Goring2, J. Jenkins1 and J.W. Williams2
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Figure 1: Comparison of the temporal distributions of occurrences of Mammalia in PBDB and Neotoma over (A) 
250 million years (Ma); and (B) 120 thousand years (ka). Note that PBDB has much greater time depth, but that 
Neotoma has much greater time resolution over a shorter time scale.
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Many hard-won lessons have been learned, 
and well-developed data models have been 
created to describe paleobiological data in 
geological contexts. There has also been a 
proliferation of many small-scale paleobio-
logical resources, with idiosyncratic data 
and metadata standards and concerns about 
long-term sustainability of smaller resources.

ELC goals and methods
The ELC project (earthlifeconsortium.org) 
aims to leverage the long-tail paleobiologi-
cal data to address large-scale paleobio-
logical questions. Specifically, ELC aims to: 
improve and expand the interoperability of 
cyberinfrastructure within the paleobiosci-
ences; promote sharing and use of paleo-
biological data within paleobioscience and 
with closely allied geoscience and biosci-
ence disciplines; enhance the sustainability 
of paleobiological cyberinfrastructure by 
consolidating smaller resources into larger 
community-supported repositories; and 
establish a 4D framework (geography + 
depth + geologic time) for life and its physi-
cal environments that spans all timescales 
and extends back to the earliest beginnings 
of the fossil record.

We have advanced towards these goals with 
the ELC Application Programming Interface 
(ELC API), which returns data from Neotoma 
Paleoecology Database (Neotoma, neoto-
madb.org), which includes paleoecological 
and co-located paleoenvironmental data at 
fine temporal grains in the near past, and 
Paleobiology Database (PBDB, paleobiodb.
org), which includes data on all fossil organ-
isms from all of geologic time at coarser 
temporal grain (Fig. 1). The ELC API is fully 
documented on Swagger and GitHub, with 
the capability for extension to other related 
databases. ELC has already expanded to 
include occurrence data from the Strategic 
Environmental Archaeology Database 
(SEAD; sead.se), demonstrating the ease of 
database addition to the system. In doing 
so, we have also established a common 
data-interchange standard between these 
resources and contemporary biodiversity 
databases by adopting the Darwin Core 
format (Wieczorek et al. 2012) and further 
extending it for use with additional paleobio-
logical data elements. The ELC project has 
also supported the incorporation of several 
smaller databases into Neotoma (Grimm et 
al. this issue).

Data from the ELC API can be returned either 
in comma separated value (.csv) text files, or 
in JSON files for further processing, display, 
or analysis. We have crafted eight separate 
endpoints for the API that return datasets 
based on what data the user is querying. The 
primary endpoints are: Locale, an intersec-
tion of spatial coordinates and geologic 
time; Mobile, which pre-packages a “light” 
data set on fossil occurrences for use in 
mobile applications such as Flyover Country 
(Myrbo and Loeffler, this issue); Occurrence, 
which returns a list of occurrences of a given 
taxon in a specific place and time, including 
the subtaxa of that taxon (e.g. occurrences of 
fossils of all species of Canis, if given only the 
genus Canis); and Taxonomy, which returns 

the metadata associated with any given 
taxon (e.g. ecology, time range, original 
author, etc.).

Using these parameters, users can craft que-
ries to answer many questions regarding the 
distribution and paleoecology of organisms 
through time and space, from deep geologic 
time scales, through glacial-interglacial 
time scales, into the early Anthropocene. 
For example, the sea otter, Enydra lutris, is 
represented in both PBDB and Neotoma, 
but neither has a comprehensive view of its 
distribution in the North Pacific fossil record. 
Figure 2 shows the occurrences of Enydra 
lutris derived from the ELC API which clearly 
shows some occurrences from both data-
bases, yielding a much more comprehensive 
view of its past distribution. While the ELC 
API returns a limited set of data about each 
occurrence, end users are able to get fur-
ther, richer datasets from each constituent 
database using provided metadata.

ELC Foundation
The Earth Life Consortium Foundation (ELC 
Foundation) is a non-profit organization 
currently in its formative stages. The ELC 
Foundation's missions are to provide easy, 
free, and global access to scientific data in 
paleontology, paleoenvironmental studies, 
and related fields and support the access, 
development, and sustainability of the 
community-curated scientific data resources 
that are the foundation of modern paleo-
biodiversity science. How best to sustain, 
develop, and grow these community data 
resources remains a persistent challenge 
for the paleogeosciences (Williams et al. 
2017). In earlier centuries, professional 
societies launched peer-reviewed journals 
as modes of sharing data and knowledge 
among international networks of scientists. 
The time may be ripe to extend the mis-
sion of professional societies to include the 
support of high-quality, community-curated 
scientific data resources. As a starting point, 
the Paleontological Society and Society for 

Vertebrate Paleontology have contributed 
funds to launch the ELC Foundation. 

EarthLife Consortium outlook
We welcome the participation by other 
paleobiological databases and societies in 
the ELC mission of global access to the full 
universe of paleobiological data. Others can 
also participate by joining one of the ELC 
participating databases, and adding data 
to these systems which will automatically 
propagate to ELC. More data in the systems 
will result in better-supported answers to a 
wider variety of questions about the history 
of life on Earth.
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Figure 2: Distribution of the sea otter, Enhydra lutris, from the ELC API (All occurrences; Pleistocene-Holocene). 
Blue points are from Neotoma (n=82), while red points are from PBDB (n=16). Neither database has a complete 
picture of the distribution of fossil E. lutris, but the combined data from ELC more closely resembles the modern 
distribution of E. lutris (from the IUCN Red List), shown in colored polygons representing sub-populations of E. 
lutris, with fossil occurrences demonstrating presences outside the modern range. Base map from Google Earth.
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Advice for early-career 
researchers: A summary from the 
AMQUA/CANQUA student mixer
Vachel Carter1,2

Recently, I attended the joint American 
Quaternary Association/Canadian 
Quaternary Association (AMQUA/CANQUA) 
conference held in Ottawa, Canada, from 
7-11 August 2018. The organizers arranged 
a ‘Student Mixer and Mentoring Panel’ event 
that was sponsored by the US National 
Committee (USNC) for Quaternary Research. 
Roughly 40-50 early-career researchers 
(ECRs), including Masters and PhD students, 
and postdocs attended. Seven panelists 
(Fig. 1) gave splendid advice for ECRs.

From Christopher Hill, Professor at Boise 
State University in the Departments of 
Geosciences and Anthropology, on as-
signment as a Program Director at the US 
National Science Foundation.

“As part of your graduate studies, please 
think about the value of non-academic in-
ternships. Non-academic internships provide 
an opportunity to have experiences and get 
skills that can prepare you for a great career 
in science. Examples of these types of intern-
ships may be opportunities in government 
agencies (at local, state, or federal levels) or 
national laboratories, non-profit organiza-
tions, or for-profit business (businesses of 
all kinds). Think about working with your 
graduate advisor or mentor and consider the 
types of internships that might be integrated 
into your graduate research. An ideal situa-
tion might be an internship opportunity that 
provides you with experiences and contacts 
not available at your university and is also 
a project that can be integrated into your 
graduate studies and research. Internships 
are an amazing opportunity to gain addi-
tional expertise and also learn about great 
careers where you can apply your training in 
science.”

From Tony Layzell, Quaternary geologist at 
the Kansas Geological Survey.

“My success in graduate school (both 
Masters and PhD) was largely driven by the 
advisors I was fortunate enough to work 
with. I would suggest that graduate students 
find an advisor that is the best fit for them 
(some students prefer minimal supervision, 
some prefer more hands-on support, etc.). 
The best fit is not always the most reputable 
scientist in your field.

If early-career scientists are wanting to go 
into academia then publishing is a must. 
Every project I was involved with, includ-
ing those unrelated to my dissertation, was 
published in a peer-reviewed journal of 
some kind. Whether we like it or not, journal 
articles are the coin of the realm.

Competition for academic positions is fierce 
and most will have to do a postdoc before 
a tenure-track or equivalent position. While 
doing a postdoc make sure that you have 
the time and flexibility to publish everything 
from your dissertation. Finding a way to 
stand out from the crowd is also vital. My 
advice is to always do what interests you the 
most, what you are most passionate about, 
but try to make it relate to your desired 
career in some form. This is particularly 
important if you have to take an alternative 
career path or have to take multiple postdoc 
jobs while seeking an academic position. 
Stay relevant by publishing or by teaching 
in some capacity if you ultimately want an 
academic job.

Networking is also key. Try to go to as many 
conferences as you are able. Seek out other 
scientists in your field and ask them about 
their research. You will need these people to 
write you letters of recommendation when 
you go up for tenure. The days of the inde-
pendent scientist are waning – collaboration, 
communication, and collegiality are vital in 
science today."

From Rolfe Mandel, Distinguished Professor 
of Anthropology at the University of Kansas, 
Director of the Kansas Geological Survey, 
and Chair of the US National Committee 
(USNC) for Quaternary Research-INQUA.

“It’s important to be really good at some-
thing, but not to overspecialize. Diversify 
your skill set to include things like GIS and 
remote sensing. Being adaptive allows you 
to be a better team member and makes you 
more marketable in the workforce. There are 
other opportunities outside of academia, 
namely government agencies, such as the 
National Park Service, US Geological Survey, 
and state geological surveys, and private 
consulting firms; they are in need of good 
Quaternary researchers. Leaving academia 
is not a negative thing; you won’t disgrace 

your mentors if you leave academia. It’s not 
a problem to step out for a bit, but if you 
do take a break, you should stay in the mix 
by continuing to read articles in your field, 
publishing your research, attending confer-
ences, and maintaining contact with your 
collaborators.”

From Kendra McLauchlan, Full Professor 
of Geography at Kansas State University, on 
assignment as a Program Officer at the US 
National Science Foundation.

“There are a couple of inherent advan-
tages and disadvantages when you are 
a Quaternary scientist, or PAGES-type 
scientist.

Advantages: (1) By training in the paleosci-
ences, you are quite interdisciplinary com-
pared with most PhDs. Even a specialized 
PhD requires thinking about paleoecology, 
paleoclimatology, geochronology, Earth sur-
face processes, and the human dimension. 
Just look at the diversity within and among 
PAGES working groups. It is a huge advan-
tage to be trained in such an interdisciplin-
ary science. (2) Your skills are probably quite 
sharp compared with most PhDs. Again, to 
complete a PhD you have to be proficient in 
several techniques, and cognizant of many 
others. For example, the multiproxy work 
that so many of us do demonstrates really 
advanced analytical skills. Our science still 
has a good component of field work, as well 
as lab work, and statistical and data manage-
ment work. These are extremely desirable 
skills in many job markets.

Disadvantages: (1) You will likely never see a 
job ad with a title that you think exactly de-
scribes your training. You will have to be cre-
ative about connecting job ads, especially 
the title of job ads, with your own training. 
You will likely have to search several job-
posting places, focused on different intel-
lectual and geographic areas, to find a good 
fit. But be creative about this! (2) Landing 
a non-academic job can be difficult. This is 
true across many scientific disciplines (there 
is a lot of primary literature on this), due to 
well-documented phenomena such as the 
location of training in universities, the per-
ceived prestige of academic jobs, the lack of 
diversity in advanced degree types, and the 

Job prospects are one of the most pertinent topics for early-career researchers. At the joint AMQUA/CANQUA 
meeting, a panel of senior researchers shared their career advice specifically for early-career paleoscientists. Here, I'd 
like to share with you their advice. 
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lack of ability of traditional mentoring to con-
nect with non-academic jobs. This is slowly 
starting to change, but you will likely have 
to hasten the pace if you are interested in a 
non-academic job. Again, the good news is 
that paleoscientists are well-trained for non-
academic as well as academic jobs, it will just 
take some work to fit the match.

Now, just a few pieces of advice. Think 
deeply about what your goals are, as early 
on as possible. Once you identify those, 
work toward them. Everything you do in your 
career − every paper, every presentation, 
every professional conversation − should be 
working toward that goal. Ask your mentors 
and colleagues to help get you there, and 
seek out opportunities for training that will 
help you reach your goals. Finally, a career is 
not a race. Be open to different paces, and 
different paths, and even once you cross 
a type of finish line by landing a job, you’ll 
need to keep growing, and creating, and 
pushing ahead!”

From James Teller, Professor Emeritus in 
the Department of Geological Sciences, 
University of Manitoba, Winnipeg.

“I had outstanding advisors, who under-
stood that I needed guidance, but who 
respected me (after getting to know me) and 
realized that I worked well with a minimum 
of supervision. I love what I do, and never am 
shy to tell others that I do. I think all geosci-
entists should communicate with the public, 
media, policy makers, etc, telling them in 
an enthusiastic way and in understandable 
language about the profession you love.

My advice: Work hard and play hard. Accept 
all challenges and take on even more than 
you think you can easily manage, but with 

a realistic understanding of yourself and 
the commitments. Be vigilant about what’s 
going on in your research area, department, 
and company, and never miss an oppor-
tunity. Your success in being hired and in 
your career will depend on your geoscience 
skills and on your people and communica-
tion skills – do not underestimate the latter. 
Secure a permanent job as soon as you can 
after graduating; do not take a lot of tem-
porary jobs or postdocs, as it will negatively 
impact on securing permanent employment. 
Being able to write clearly and professionally 
is extremely important. Stand out (in a good 
way), so your resume (and your interview) 
puts you into the pile of “Finalists”, rather 
than keep you as part of the herd of other 
applicants. Do your best, always. Cultivate 
opportunity. Enjoy being with your col-
leagues, be cheerful, be positive. As some-
one famous once said: ‘The harder I work, 
the luckier I seem to be.’”

From Cathy Whitlock, Professor of Earth 
Sciences at Montana State University 
and Fellow of the Montana Institute on 
Ecosystems.

“If you’re applying for a faculty position at 
a research and teaching institution, here 
are a few suggestions that might elevate 
your chances for an interview. Your cover 
letter is the first piece of information for the 
search committee, so it should be short, well 
written, and clearly articulate your research 
and teaching interests in a way that sound 
like a good fit for the position. It is smart to 
express some enthusiasm for the particular 
position and institution and show some ap-
preciation for the guidance of your mentors. 
The search committee usually looks at your 
list of publications next. Even if you are in 
graduate school, there should be evidence 

that you are publishing in impactful journals 
and have the ability to work collaboratively. 
Evidence of external funding, even small re-
search and travel grants, is important as well. 
The committee also looks at your teaching 
and public communication experience to see 
if you have the potential to be an inspiring 
educator. Beyond these items, describing 
your participation in broader engagement 
activities can help elevate your application. 
Working with teachers and students, 
communicating science to the public, and 
community or disciplinary service all catch 
notice. It will likely take more than one try to 
land an academic position, but just remem-
ber that each application and interview 
prepares you to do better on the next, so 
stay positive!”

Final thoughts
As an ECR, I found the information above 
very insightful. The most relevant bit of infor-
mation for me was the advice from Kendra 
McLauchlan, “...seek out opportunities for 
training that will help you reach your goals.” 
Personally, I have taken the opportunity to 
work with new colleagues post my PhD who 
have provided new skill set training, all in 
the hope that these new skill sets will help 
me reach my end goal. I hope you found the 
panelists advice as insightful as I did. 
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Figure 1: Several of the panelists (from left to right, Stephen Wolfe, James Teller, Kendra McLauchlan, Tony Layzell, Chris Hill, and Cathy Whitlock; not pictured, Rolfe Mandel) 
at the Student Mixer and Mentoring Panel at the AMQUA/CANQUA conference.
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Due to its large longitudinal, latitudinal and 
also altitudinal extent, the African continent 
crosses different climate zones and therefore 
hosts extremely diverse environments, such 
as tropical glaciers in the equatorial region, 
hyper-arid deserts in its subtropical lati-
tudes, and Mediterranean ecosystems in its 
northern and southern fringes. Quaternary 
scientists have long been attracted to Africa 
not only because of the natural diversity of 
its environments, flora, and fauna, but also 
because Africa is the epicenter of human 
origins and evolution. Quaternary research 
in Africa therefore offers a unique opportu-
nity to develop and test our understanding 
of key components of the Earth system at the 
intersection of past climate change, environ-
ments, and humans.

Unfortunately, despite the great inter-
est in African paleoscience research at a 
global level, it remains very challenging 
for African early-career researchers (ECRs) 
to develop a scientific career in studying 
their own continent. However, things are 
positively evolving and more possibilities 
are now becoming available for African 
ECRs to conduct Quaternary science with, 
for instance, the new accelerator mass 
spectroscopy (AMS) facility at iThemba 
LABS1 in Johannesburg (South Africa) that 
invites ECRs to receive training in radiocar-
bon dating and other analyses, or the Pan 
African Institutes of Science and Technology 
in Arusha, Tanzania2, and Abuja, Nigeria3, 
where research-intensive postgraduate and 
postdoc studies are carried out.

Opportunities to meet the international 
community are also more abundant, as most 
international congresses and workshops 
now offer travel grants (evaluated on a com-
petitive basis at international levels) that are 
specifically dedicated to ECRs and research-
ers from developing countries. Participation 
in meetings like these is not only essential 
for keeping abreast with the most recent 
scientific developments, but is also criti-
cal for networking purposes. Recently, the 
African Quaternary Association4 (AFQUA) 
community started to develop a series of 
congresses and training workshops based 
in Africa to bridge the gap between the 
regional African communities (such as 
SASQUA, EAQUA and WAQUA) and the 
more global communities. During its recent 
edition held in Nairobi, Kenya, in July 2018 
(Chase, this issue), the presentations from 
the speakers and panel discussions brought 
to the forefront ideas and concerns, and 
highlighted some areas for future collabora-
tive work. This provides an optimistic view 

for ECRs as future research leaders on some 
of the identified research niches.

However, even though opportunities exist, it 
is often challenging for African-based ECRs 
to seize them due to barriers in access-
ing journals, and limited opportunities to 
engage with scientists and non-scientists. 
These barriers can be partly alleviated 
by using social media platforms, such as 
ResearchGate and Twitter. Although not 
without their own challenges, these online 
media platforms represent a great way to 
network and share your research with local 
and international stakeholders. Exploring 
these different facets of communication 
will undoubtedly widen visibility within the 
scientific community. Joining international 
ECR communities can also alleviate the 
isolation ECRs can experience. The PAGES 
Early-Career Network5 (PAGES ECN) offers 
an online platform to encourage discussions, 
exchange knowledge, and provide specific 
training. While still in its early phase of devel-
opment, all the products that will be gener-
ated by that network, including, for instance, 
tips on how to improve your CV, help with 
applying for travel grants, and methods to 
communicate your research most effectively, 
will be accessible online.

We invite all African ECRs to get involved 
with this network and help build the African 
ECR community (contact: PAGES.ECN@
gmail.com).

There is currently a pressing need to under-
stand past environmental change in Africa, 
which will inform sustainable development, 
and offer real solutions, innovations and 
technology. Although infrastructure chal-
lenges exist, initiatives like AFQUA and the 
PAGES ECN represent unique opportunities 
that ECRs should seize to develop their posi-
tion in their own community, to establish and 
extend long-term collaborations on African-
based research, and eventually to become 
key players in international dialogues. Now 
is the time for African researchers to become 
ambassadors of their continent.
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Figure 1: Word cloud summarizing our lively discussions at AFQUA.
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With support from PAGES and INQUA, 
the 2nd AFQUA Conference (The African 
Quaternary: environments, ecology and 
humans) took place in Nairobi at the National 
Museum of Kenya. AFQUA was conceived 
to bridge the existing gap between large 
international meetings (>500 delegates) and 
regional African conferences (~50 delegates) 
and create a forum to share results and 
foster communication and collaboration 
at both regional, continental, and interna-
tional scales. Further, AFQUA recognizes 
that the global distribution of research and 
educational funds favors developed-world 
researchers to become the recognized 
leaders in African Quaternary studies, 
but often their interactions with the local 
scientific communities are limited to their 
direct collaborators. AFQUA therefore seeks 
to (1) create a more fully integrated African 
research network and (2) provide oppor-
tunities for African researchers to develop, 
access, and share capacity that will allow for 
their participation in research projects at the 
highest level. AFQUA brings developed- and 
developing-world researchers together, but 
it also goes beyond the standard structure 
of most conferences, with equal time being 
dedicated to a series of focus groups and 
training workshops. These include thematic 
discussions on cutting-edge research topics 
as well as workshops that introduce and train 
researchers in the skills they need to develop 
and communicate their science in the mod-
ern research environment.

In Nairobi, 84 researchers from 21 countries 
came together to share their work from the 
Pliocene to the projected future, spanning 
diverse subjects from human evolution, 
to climate change and vegetation dynam-
ics, fire ecology, risk management, and 
the history and impacts of humans on their 
environments. Linking key conference 
themes with plenaries and sessions, Andy 
Cohen kicked off the conference showcas-
ing the role that continental drilling of the 
large East African lake basins has had on 
our understanding of Quaternary environ-
ments in Africa. Subsequent plenaries 
included Sharon Nicholson discussing 
African climate change and appropriate 
ways to use modern systems to understand 
past climates; Boris Vannière and Daniele 
Colombaroli highlighting the past and future 
work of the PAGES Global Paleofire Working 
Group and the potential for fire ecology 
research in Africa; David Nash describing 
how historical documentary sources can be 
used to study climate-change history and 
impacts; and Daniel Olago discussing what 
climate change means in the African context, 

and how land and water resources may be 
impacted.

These presentations served as keystones 
for daily themes, which included papers on 
regional phenomena from across the con-
tinent, as well as papers presented in focus 
sessions on (1) Quantitative paleoclimatol-
ogy, modeling and data-model compari-
sons; (2) The state-of-the-art and perspec-
tives about fire history, fire ecology and 
fire-vegetation-climate interactions across 
tropical biomes; (3) The environmental 
context for hominin evolution and dispersal; 
(4) African archaeological landscapes; (5) 
Applying the Quaternary: the role of the past 
in supporting the future; (6) Dating and cor-
relation of African archives of environmental 
change and archaeology; and (7) African 
paleoecology and archaeology perspec-
tives on land-use transformation: Africa 
LandUse6k.

The PAGES Early-Career Network organized 
a splinter meeting that gathered 17 partici-
pants. Many African early-career researchers 
discovered the existence of this new net-
work, recognized its potential and expressed 
a high level of interest to become active 
members in the future.

Following the five days of presentations, 
three days of workshops were held to 
provide training and foster collaboration on 
research projects. Participants had the op-
portunity to engage in international drilling 
programs, improve their knowledge of using 
lake sediments, animal remains and charcoal 
to understand paleosystems, learn how to 
integrate GIS methods in their work, and 
how to best apply radiocarbon techniques to 
create reliable chronologies (including the 
award of five free radiocarbon ages from the 
14Chrono Centre to one lucky participant!).

Building on the success of this meeting and 
the inaugural AFQUA conference held in 
Cape Town in 2015, we intend to hold the 
3rd AFQUA Conference in 2021. If you would 
like to be added to the AFQUA mailing list, 
to stay informed about future developments 
and meetings, please write to us at afqua.
congress@gmail.com.
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Figure 1: Distribution of delegates attending the 2018 AFQUA conference in Nairobi, Kenya.
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The Department of Earth Sciences, the 
Continental Scientific Drilling Coordination 
Office (CSDCO) and LacCore, University of 
Minnesota (UMN), Minneapolis, USA, hosted 
a Symposium after the PAGES Scientific 
Steering Committee (SSC) meeting. As in 
previous years, the SSC meeting provided an 
opportunity for local scientists to showcase 
the research related to past global changes 
and to interact with PAGES scientists. 
Minnesota has a long history of paleoclimate 
and paleoenvironmental research and, in 
particular, the Limnological Research Center 
has been a hub for past global changes 
research and the origin of LacCore and 
CSDCO (csdco.umn.edu). Following the steps 
of Herb Wright and Kerry Kelts, both facili-
ties have been instrumental for a large num-
ber of lake-core projects in the last decades. 
The Symposium included 14 talks addressing 
local to global topics, and discussed several 
aspects of Quaternary and Anthropocene 
climate changes and ecosystem responses.

At a local scale, Amy Myrbo (UMN) showed 
the multiple negative consequences of 
sulfate pollution of freshwater shallow lakes, 
and how to recognize sulfate loading in the 
(neo)paleorecord. Randy Calcote (UMN) de-
scribed several examples of how vegetation 
patchiness is a major control on ecosystem 
evolution during the Holocene and has to 
be considered in our future predictions. 
Andy Breckenridge (University of Wisconsin-
Superior) illustrated how to build a 5,000-
year varve chronology from glacial lakes 
Norwood and Agassiz. And Carrie Jennings 
(Freshwater Society and UMN) reviewed 
the Glacial Geology of the Minnesota and 
Mississippi Rivers (Fig. 1).

At a regional scale, Charles Umbanhowar 
(St. Olaf College) illustrated the differences 
between aquatic and terrestrial subarctic 
ecosystems (Manitoba, Canada) and how 
they tell mostly the same story at multiple 
sites. Kelly MacGregor (Macalester College) 
showed the Holocene landscape dynamics 
in the Paternoster lakes in Glacier National 
Park and the later human impacts. Kevin 
Theissen (St. Thomas University) presented 
several cases of carbonate lake sequences 
from Nevada and their isotopic signatures 
during the Holocene.

At a global scale, Larry Edwards (UMN) 
summarized the Chinese and Amazon cave 
sequences and how they pace the mon-
soon changes and show a clear anti-phase 
behavior. Larry showed us the newest U/
Th and 14C speleothem chronology from 
several Chinese caves that will help to 
improve the 14C calibration curve. Emi Ito 
(UMN) presented the case of Pliocene lakes 
in Western North America and a possible 
new International Continental Scientific 
Drilling Program (ICDP) project. In terms of 
geobiochemical cycles, Jeff Havig (UMN) 
reviewed several examples of how to link 
geochemistry and geobiology in extreme 
lake and spring environments as found 
in Yellowstone, and Adam Heathcote (St. 
Croix Watershed Research Station) showed 
a review of global trends in carbon burial 
in lakes. Paul Glaser (UMN) summarized 
several decades of studies on peatlands 
and the changing relationship between 
sea level and peat growth depending on 
the tectonic settings. To end proceedings, 
Shane Loeffler (UMN) gave us an overview 
of Flyover Country®, a US National Science 

Foundation-funded offline mobile app for 
geoscience outreach and data discovery 
(see Myrbo et al., this issue).

Symposium participants toured the CSDCO 
and LacCore Facility, and Anders Noren 
(UMN) gave a summary of the support and 
infrastructure provided to the research com-
munity, and examples of recent high-profile 
projects. These facilities offer expertise 
in project development, planning, and 
management; rental equipment for field op-
erations; core lab for processing, scanning, 
and subsampling; repository for cores, data, 
publications, and reference collections; sup-
port for outreach, diversity, and education 
activities; community software; and com-
munity coordination for long-range science 
planning. Each year, they provide support to 
an average of 1,400 scientists from 500 insti-
tutions worldwide, and the repository now 
includes more than 8,000 sites. With roots in 
the paleolimnology community, these facili-
ties now offer services to continental drilling 
and coring projects with any scientific focus.

The following day, Carrie Jennings 
(Freshwater Society and UMN) led a field 
trip to show the post-glacial evolution of the 
Minnesota and Mississippi rivers’ valleys. The 
Minnesota River valley was carved by the 
draining of glacial Lake Agassiz and it has 
a wide and active floodplain with dynamic 
lakes, levees and channels. The Upper 
Mississippi was one of the first locations 
where geologists demonstrated the long 
periods needed for geological processes to 
operate, as in 1876, when N.H. Winchell cal-
culated that the retreat rate for St. Anthony 
Falls in Minneapolis was about a meter per 
year.

AFFILIATIONS
1Pyrenean Institute of Ecology, Spanish National 
Research Council, Zaragoza, Spain 

2LacCore Facility and Continental Scientific Drilling 
Coordination Office (CSDCO), University of 
Minnesota, Minneapolis, USA

3Freshwater Society, St. Paul, USA

CONTACT
Blas Valero-Garcés: blas@ipe.csic.es

REFERENCE
Wright HE Jr (1972) In: Sims PK, Morey GB (Eds) Geology 

of Minnesota: A centennial volume. Minnesota 
Geological Survey, 515-547

Continental archives of 
Past Global Changes: from 
Quaternary to Anthropocene
Blas Valero-Garcés1, A. Myrbo2, A. Noren2 and C. Jennings2,3

Minneapolis, USA, 24 May 2018

doi.org/10.22498/pages.26.2.84

Figure 1: Left. The Falls of St. Anthony in a 1766 Sketch by Jonathon Carver. Right. The retreat of St. Anthony 
Falls from 1680 to 1871 after Sardeson, 1916. From Wright (1972).
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Comparing climate proxy and simulation 
data is fraught with challenges: age and 
calibration uncertainties in climate prox-
ies, missing or incomplete processes and 
uncertain boundary conditions for climate 
models, and differences between gridded 
and site data are just a few examples. For 
the climate of the Common Era, multiple 
initiatives have already addressed these 
issues (e.g. the PAGES 2k Network regional 
working groups). On transient timescales 
beyond the late Holocene, there have been 
only a few integrated activities. Comparisons 
on these longer time scales involve large-
scale changes in climate states without an 
equivalent during the Holocene. As such, 
they require methods that address both the 
amplitude and timing of background climate 
changes and account for additional pro-
cesses. For example, comprehensive Earth 
System Models need to include changes 
in ice sheets and related ocean circulation 
changes during deglaciation. Likewise, proxy 
data for this period, such as lake or marine 
sediments, are generally less well repli-
cated than their late Holocene counterparts 
(e.g. tree rings and historical documents), 
resulting in more uncertain climate signals 
(Laepple et al. 2017).

To address strategies for data-model com-
parisons on late Pleistocene and Holocene 
time scales, 30 participants, including global 
and regional climate modelers, statisticians 
and proxy experts, gathered in Hamburg for 
a three-day workshop. The meeting was co-
sponsored by the German climate modeling 
initiative PalMod. The workshop started with 
overview talks, which provided a solid base 
for breakout groups. These groups covered 
three main categories, addressing (i) con-
ceptual aspects of data-model comparisons, 
(ii) inferring Holocene, and (iii) deglacial 
climate changes by combining proxies and 
models.

The methodological breakout group began 
to develop a framework based on the com-
parison of probability distributions of both 
proxy and simulated data, which accounts 
for quantifiable uncertainties. One of their 
main objectives was to develop summary 
metrics that assess the mismatch of recon-
structed and simulated climate information 
and are robust with respect to uncertain-
ties. The Holocene breakout group planned 
an integrated analysis of different types of 
proxy data and model simulations for not 
only hemispheric and global means, but 

also regions, such as Europe and the North 
Atlantic. This group focused on appar-
ent model-data mismatches beyond the 
so-called “Holocene Conundrum” (Liu et al. 
2014), like the influence of large scale atmo-
spheric and oceanic processes on regional 
Holocene climate variability, and discrepan-
cies between the seasonality and regional 
characteristics of trends in simulations and 
pollen-based reconstructions. The deglacia-
tion breakout group developed a procedure 
to evaluate the representation of large-
amplitude events in proxies and simulations. 
This method compares the spatio-temporal 
structure of an event relative to its onset, and 
thus allows comparisons of manifestations 
of internal variability as well as events that 
occur at different times in the simulations 
and proxy records. The approach depends 
on metrics that quantify mismatches in time 
and space. This breakout group carried out 
initial testing of their methodology with ex-
isting datasets (Fig. 1) and will prepare, with 
the methodology group, a document with 
guidelines and a specific description of the 
algorithm (i.e. a cookbook) to enable others 
to implement the same procedure.

In addition to the methodological cook-
book, workshop attendees planned future 
activities. These include writing an overview 
manuscript on the questions formulated in 
the Holocene breakout group. Additional fol-
low-up plans include an interactive toolbox 
to compare model simulations with proxies 
using a hierarchy of metrics with varying 
complexity.
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Figure 1: Comparison of an abrupt warming in global temperature during the deglaciation between climate 
model (blue line; Smith and Gregory 2012) and paleoclimate reconstruction data (red lines; Marcott et al. 2013; 
Shakun et al. 2012). The simulated time series is shifted in time to optimally match the reconstructed series for 
events of interest (grey line shows shifted series, horizontal arrows mark the time change Δt). The discrepancy, 
ΔT, is evaluated at every available spatial location (see inset; dots show data availability during the Holocene, 
blue, and the LGM, red; Rehfeld et al. 2018).

mailto:oliver.bothe%40hzg.de%20?subject=
https://doi.org/10.22498/pages.25.3.140
https://doi.org/10.1073/pnas.1407229111
https://doi.org/10.1126/science.1228026
https://doi.org/10.1038/nature25454
https://doi.org/10.1038/nature10915
https://doi.org/10.1007/s00382-011-1283-y
https://doi.org/10.22498/pages.26.2.85


PAGES MAGAZINE ∙ VOLUME 26 ∙ NO 2 ∙ November 2018 CC-BY

86  WORKSHOP REPORT

Disturbance events, such as wildfire and bark 
beetle outbreaks, are natural processes that 
promote forest regeneration and succession. 
As climate change propels ecosystems and 
disturbance regimes along new trajectories, 
retrospective ecological records, like those 
derived from tree rings and lake sediments, 
become important in understanding and 
anticipating future environmental change. 
Paleoenvironmental records are essential to 
inform conservation and management efforts 
to characterize baseline ecosystem services 
and recovery rates from disturbances. 

In March 2017, PAGES’ Forest Dynamics work-
ing group assembled a team of 29 scientists, 
including 14 early-career researchers, from 13 
nations to explore new approaches to recon-
structing forest disturbances. The workshop 
occurred at Liverpool Hope University (UK). 
The first workshop day was in conference 
format where participants gave research talks in 
themed oral presentation sessions. The second 
day was organized around group discussions 
that explored four broad themes: 

(1) Improving reconstructions 
of non-fire disturbances
While advances have occurred in recent 
decades in the reconstruction of paleofires 
from tree-ring and lake-sediment records, 
non-fire disturbance events, such as insect and 
pathogen outbreaks, are largely unaccounted 
in paleoenvironmental studies. Non-fire distur-
bances are important drivers of forest succes-
sion, yet they are challenging to reconstruct 
because indicators that conclusively diagnose 
the disturbance are infrequently recovered, as 
in the case with bark beetles (Morris et al. 2015). 
However, increasing the volume of sediment 

sub-samples (Whitehouse et al. 2010) may 
enhance macrofossil recovery, including insect 
remains, which would improve their utility as 
a proxy for outbreak events. Recent work by 
Stivrins et al. (2017) provides an encouraging 
example in reconstructing non-fire distur-
bances, where the authors identified and 
counted non-pollen palynomorphs from a 
fungal pathogen (Phytophthora) to explain the 
decline of alder (Alnus spp.) in Europe during 
the medieval period. 

(2) Reconstructing the severity 
of forest disturbances
Discussions centered on how to better inte-
grate lake-sediment proxies with tree-ring and 
forest-inventory data. In some instances, forest-
inventory records have been combined with 
pollen records to produce estimates of past 
forest cover as aboveground biomass (Seppä 
et al. 2009). A key advance in assessing past 
disturbances centers on the quantifying tree 
mortality resulting from the event (i.e. severity). 
Biomass may aid in quantifying the severity 
of plant mortality as a result of a disturbance. 
Severity reconstructions could be enhanced by 
integrating mortality data from individual trees 
(tree rings), stands (forest hollows) to land-
scapes (lakes).

(3) Opportunities for database integration
One practical approach to determining 
potential sites to link records of forest dynam-
ics would be to integrate existing databases. 
For example, integrating databases through 
geolocation would simplify the identifica-
tion of study areas for synergistic work. 
Several databases were discussed, includ-
ing Neotoma (neotomadb.org), the NOAA 
National Centers for Environmental Information 

(ncdc.noaa.gov/paleo), and forest inventory da-
tabases, such as the USDA Forest Inventory and 
Analysis (fia.fs.fed.us/tools-data). Database inte-
gration presents a key opportunity to advance 
reconstructions of past forest conditions, espe-
cially in leveraging quantitative approaches to 
reconstruct land cover (Fig. 1). 

(4) Key methods for data integration
The final discussion centered on new methods 
for integrating lake-sediment proxy data across 
scales. Generally, data integration across scales 
can be challenging even when using a single 
proxy (e.g. pollen). Examples from the first day’s 
presentations were highlighted. Quantitative 
pollen techniques, such as the Landscape 
Reconstruction Algorithm (LRA) (Sugita 2007), 
help to compare vegetation reconstructions 
across spatial and temporal scales, though with 
noted issues (Trondman et al. 2016). Recently, 
Carter et al. (2018) used the LRA approach to 
integrate pollen profiles from 10 peat bogs with 
four lake records to reconstruct total land-cover 
abundance across local- to regional-scales. 
Their approach provides information that is 
relevant for conversation and ecosystem man-
agement strategies in Central Europe.

Future activities
The next Forst Dynamics' activity will be to write 
a synthesis paper with the working title “Pairing 
dendrochronological and paleoecological ap-
proaches to reconstructing past disturbances 
events.”
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Figure 1: Conceptualization of transforming pollen data to biomass (t/ha) using stand demographic data.
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Functional traits are integral to understand-
ing the patterns and drivers of ecological 
resilience. Response traits determine whether 
a system exhibits properties resulting in higher 
resistance or faster recovery rates, while ef-
fects traits are important for identifying links 
between environmental changes and ecosys-
tem functioning. Although paleoecological 
research methods have been identified as 
an important tool for understanding pat-
terns of ecological resilience across different 
regions, paleoecologists have only recently 
begun to think about how functional ecologi-
cal approaches can be used in the context of 
sub-fossil assemblages from sediments. Thus, 
the second EcoRe3 workshop aimed to (i) 
explore developments in modeling ecosys-
tem resilience from the paleorecord, and (ii) 
investigate the development of new tools to 
link paleoecological datasets with functional 
trait databases derived from neo-ecological 
research. 

These two themes were investigated over 
two days at the Natural History Museum of 
Utah in the form of presentations and semi-
structured discussion groups. Twenty-two 
participants from nine countries attended the 
meeting, with funding provided by PAGES 
and the Research Council of Norway. Research 
covered in the meeting was diverse with 
respect to the ecosystems studied, proxies 
(pollen, Cladocera, testate amoebae, diatoms) 
and timescales interrogated, and model-
ing methodologies applied. The diversity of 
approaches highlighted advancements the 
working group had made in measuring long-
term patterns of ecosystem resilience since the 
last meeting.

Presentations themed around modeling resil-
ience from long-term ecological data show-
cased progress in the development of novel 
techniques for measuring critical transitions, 
and presented particular records that serve 
as interesting case studies for the exploration 
of aspects of resilience. They highlighted the 
value of high-resolution data (taxonomic and 
temporal) that capture ecological regime shifts 
and/or clearly identifiable drivers of change 
for examination of ecological thresholds and 
response rates. 

Further progression in using paleoecology for 
measuring resilience requires improvements in 
the capacity of associated research to capture 
individual and collective functional traits that 
can be related to the resistance or recovery 
rate of an ecosystem following disturbance. 
This is particularly apparent where no critical 
thresholds are breached, when there is a lead- 
or lag-proxy response to drivers of change, or 

when multiple stressors operating at different 
time scales are involved. Several presentations 
therefore sought to explore these issues via (1) 
case-studies focused on the role that particu-
lar traits play in resistance to, or recovery from, 
disturbance, and (2) demonstrating techniques 
for measuring changes in functional trait space 
through time, and linking these to ecological 
resilience. 

While these presentations elucidated the 
importance of response and effect traits in 
controlling ecosystem function, it became 
apparent that there are several hurdles to 
overcome to progress the field of functional 
paleoecology and resilience. A horizon scan of 
key issues pertaining to what these challenges 
comprise, and how they can be resolved, 
was the key focus of the workshop discussion 
groups (Fig. 1). Identifying which traits are 
both ecologically meaningful and quantifiable 
in the sediment record was highlighted as a 
major challenge for many microfossil types. 
Linked to this are issues related to differential 
(or low) taxonomic resolution, and quantifica-
tion of drivers that require the development 
of a unique set of analytical approaches if 
functional ecological approaches are applied 
to paleoecological data. The final discussions 
centered on the potential to advance under-
standing related to conservation outcomes if 
these technical challenges can be overcome. 
An in-depth analysis of these challenges and 
the solutions required to overcome them form 
the basis of an upcoming EcoRe3 perspective 
paper.

The workshop concluded with a discussion 
regarding EcoRe3’s future steps, including (1) 

the publication of a special issue based on the 
overall goals in 2019, and (2) regrouping the 
members for a themed session at INQUA 2019 
in Dublin, Ireland. A follow-up workshop, fo-
cused around the statistical modeling of paleo 
datasets using techniques developed within 
EcoRe3, was also proposed. Details of future 
EcoRe3 activities will be updated on the web-
site (pastglobalchanges.org/ini/wg/ecore3) 
and on the following social media outlets.

• EcoRe3 on Facebook (visit page 
and request to join): facebook.com/
groups/286999515057710

• EcoRe3 on Twitter: @Eco_Re3
• EcoRe3 on ResearchGate: researchgate.

net/project/EcoRe3-Resistance-Recovery-
and-Resilience-in-Long-term-Ecological-
Systems-2
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Figure 1: Key challenges to be resolved in paleoecology related to function and measuring resilience to 
advance conservation outcomes.
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Patterns of fire are changing across African 
savannahs, rainforests, fynbos, woodlands, 
and Afroalpine and montane forests, with 
direct environmental and socio-ecological 
consequences. Fire variability has implica-
tions for biodiversity (Beale et al. 2018), 
vegetation patterns, grazing quality, carbon 
emissions, protected area management, and 
landscape heterogeneity. 

Fire is a crucial component of savannah 
functioning and structure and is essential for 
maintaining its biodiversity. Long-term re-
cords are key to understanding drivers of fire 
variability and contextualize recent and on-
going land-use changes that altered fire re-
sponses to climate and vegetation changes 
(e.g. Ekblom and Gillson 2010, Colombaroli 
et al. 2014). As indigenous forest loss con-
tinues and modification through selective 
harvesting and land-use encroachment 
accelerate forest changes, the importance of 
historical disturbance regimes is increasingly 
relevant for assessing past ranges of variabil-
ity and to define management targets that 
support more resilient socioecological sys-
tems (Whitlock et al. 2018). But how can the 
research community engage and integrate 
with land-management practitioners and 
policy developers? And how can we promote 
knowledge transfer and collaborative capac-
ity between the international community and 
the next generation of African scientists?

Such themes were explored and discussed 
during a GPWG2 workshop following the 
African Quaternary Association (AFQUA) 

conference. The workshop gathered 18 
participants from 12 countries, including 10 
researchers from Africa-based institutions. 
It opened with introductory lectures and 
laboratory practical courses on study-site 
selection, sampling techniques, laboratory 
preparation and charcoal morphology analy-
ses, and a discussion on charcoal calibration 
approaches for African sites (Ekblom and 
Gillson 2010; Adolf et al. 2018; Hawthorne et 
al. 2018; Fig. 1). Participants were introduced 
to quantitative paleoenvironmental data 
analysis techniques using R; those included 
reconstructing savannah fire responses to 
precipitation and biomass using Generalized 
Additive Models (GAMs) with data from Lake 
Naivasha, Kenya (Colombaroli et al. 2014). 
Dedicated breakout sessions involved data 
mining using the Global Charcoal Database 
(GCD) and examinations of spatiotemporal 
knowledge gaps, notably for western and 
central Africa, where spatial coverage is 
scant and several published records need to 
be imported in the GCD (Fig. 1e). The data 
gaps are also apparent from the driest and 
wettest ends of the precipitation gradi-
ent, and mostly lacking from mangrove, 
Afroalpine, and dry woodland study sites. 
Furthermore, only a limited number of study 
sites are located near archaeological sites, 
limiting analyses on human-environment 
interactions (Marchant et al. 2018). The 
discussion highlighted the need to develop 
high-quality charcoal series that account 
for potential biases in sediment accumula-
tion and related chronological uncertainties 
(Colombaroli et al. 2014). 

Finally, participants discussed the contribu-
tion of paleofire data to land-management 
applications (Fig. 1), including conservation 
and fire policy; a theme specifically ad-
dressed by the GPWG DiverseK framework-
workshop (see Colombaroli et al., this issue). 
Participants were assigned sub-regions and 
discussed challenges and alternatives for 
managing fire as a component in socio-
ecological systems (Whitlock et al. 2018). 
The discussion highlighted how resource 
management in the Menengai Forest, Kenya, 
and areas of southwest Madagascar are 
impacted by logging, unauthorized burning, 
resource extraction, and invasive species; 
while in the Bale Mountain National Park, 
Ethiopia, the existing contestation between 
pastoralists and conservation requirements 
necessitates new approaches to maintain 
ecosystem services and promote co-bene-
fits. Approaches combining paleoecology 
and qualitative, local content optimize 
bidirectional knowledge transfers and 
encourage long-term engagement between 
the GPWG2 and new active members of the 
research community.

AFFILIATIONS
1Department of Environmental Sciences, University of 
Basel, Switzerland

2Department of Archaeology and Ancient History, 
Uppsala University, Sweden

3Environment Department, University of York, UK
4Department of Geography, Royal Holloway University of 
London, UK

5Institute of Plant Sciences, University of Bern, Switzerland 
6CNRS-UMR Chrono-environnement, Université 
Bourgogne Franche-Comté, Besançon, France

7Department of Zoology, University of Oxford, UK
8Institut des Sciences de l'Evolution de Montpellier 
(CNRS, IRD, EPHE), Université de Montpellier, France

9École Pratique des Hautes Études, PSL Research 
University, Paris, France 

10Département de Géographie, Université de Montréal, 
Canada

CONTACT
Colin J. Courtney-Mustaphi: colin.courtney-mustaphi@
unibas.ch

REFERENCES
Adolf C et al. (2018) Glob Ecol Biogeog 27: 199-212

Beale C et al. (2018) Ecol Lett 21: 557-567

Colombaroli D et al. (2014) Glob Change Bio 20: 
2903-2914

Ekblom A, Gillson L (2010) Holocene 20: 1063-1077

Hawthorne D et al. (2018) Quat Int 488: 3-17

Marchant R et al. (2018) Earth-Sci Rev 178: 322-378

Whitlock C et al. (2018) Biol Conserv 32: 84-97

African fire histories 
and fire ecologies
Colin J. Courtney-Mustaphi1,2,3, D. Colombaroli4,5, B. Vannière6, C. Adolf7, L. Bremond8,9, J. Aleman10 and the Global 
Paleofire Working Group (GPWG2)
Nairobi, Kenya, 19-22 July 2018

doi.org/10.22498/pages.26.2.88

Figure 1: (A) Experiments, like this 1x1 m controlled grass burning, help relate vegetation-fire-charcoal proxy 
measurements to paleoecological charcoal records. (B) Residual culms and mainstems from grazing and burning 
that will regrow leaves and inflorescence. (C) Roads and linear infrastructure increase fragmentation altering 
spatial complexity for fires. (D) Grass and woody fuels burning near Klein’s Camp, Serengeti National Park, 
Tanzania, 16 July 2016. (E) Published charcoal records that participants identified during a literature review, 
including records absent from the Global Charcoal Database (Map source: due.esrin.esa.int/page_globcover.php). 
Photographs: Colin Courtney-Mustaphi.
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Integration of ecosystem science and 
applied research in ecosystem manage-
ment is a high priority and key challenge 
for the science-policy interface, as recently 
highlighted by the Intergovernmental 
Science-Policy Platform on Biodiversity and 
Ecosystem Services (IPBES 2018). A more 
direct involvement of stakeholders and poli-
cymakers into the research agenda requires 
new approaches for knowledge transfer 
from the academic to the stakeholder com-
munity, as also emphasized during previous 
workshops organized by the Global Paleofire 
Working Group GPWG2 (Blarquez et al. 
2018; Courtney-Mustaphi et al., this issue). 

Thirty participants from 15 countries (Fig. 
1) met at Royal Holloway University of 
London, UK, to discuss ongoing challenges 
on biodiversity conservation and fire policy, 
considering three approaches: (a) long-term 
ecology – informing on ecosystem responses 
to environmental change across regions and 
timescales (paleoecology-informed conser-
vation); (b) local, traditional, and indigenous-
knowledge systems on fire management that 
maintain biodiversity (community-owned 
and -driven conservation); and (c) conserva-
tion challenges and agendas defined by 
stakeholders and policymakers (stakeholder-
driven research). The combination of long-
term ecology with traditional knowledge 
represents a novel and alternative approach 
to promote a more sustainable manage-
ment practice of present ecosystems under 
current threats, and fosters the dialogue 
between the different disciplines.

Before the workshop, conservation and 
fire-management evidence priorities were 
identified together with the UK Government 
Department for Environment, Food and 
Rural Affairs , and included: (1) the impact 
of changing climate and land use on fire 
regimes; (2) ecosystem recovery after fires 
of different severity; (3) the optimum fire 
regimes needed to achieve management ob-
jectives for biodiversity conservation; and (4) 
the effects of prescribed burning (and other 
land-management practices) on wildfires. 
The participants discussed examples of fire 
policies and relative impacts based on their 
regional expertise and on a field discussion 
in Chobham Common (Fig. 1). Different 
sub-groups then compiled evidence-based 
case studies on past ecosystem legacies, 
the role of local ecological knowledge in 
maintaining landscapes (Mistry and Berardi 
2016), post-fire ecosystem dynamics, and 
burning conditions that optimize biodiversity 

across ecosystems (Colombaroli et al. 2013). 
This approach also highlighted potential 
conflicts in conservation targets for specific 
regions (natural vs cultural; e.g. Jackson and 
Hobbs 2009), and the need to anticipate new 
challenges in a future warmer world (Fischer 
et al. 2018). The participants produced a 
first draft of a policy brief summarizing best 
practices for sustainable ecosystem man-
agement, including how transdisciplinary 
knowledge can inform fire management and 
policy, and highlighted future priorities to 
foster effective science-policy knowledge 
exchange in this region. In addition, a group 
of early-career researchers focused on the 
compilation of a systematic review protocol 
to summarize the available evidence on the 
effects of climate change and land use on 
fire regimes. 

Adapting fire policy to more sustainable 
practices for specific regions requires ap-
proaches that focus primarily on the most 
urgent challenges set by policymakers 
(policy-driven research), in co-production 
with diverse knowledge and expertise 
(here paleoecology, cultural geography 
and policymakers). This dialogue can lead 
to the implementation of decision tools 
for policymakers, and further promote the 
integration of long-term ecology in more 
applied science (Willis and Birks 2006). The 
Global Paleofire Working Group, through the 
Diverse Knowledge framework (DiverseK), 
will continue to build a strong network of re-
searchers, land managers, practitioners, and 
policymakers to tackle ongoing challenges 
in ecosystem management and biodiversity 
conservation.
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Figure 1: (Left) Distribution of the participants' home countries. (Right and bottom) Guided discussion on fire 
risk and lowland heath-conservation priorities at Chobham Common, the largest National Nature Reserve in 
South East England. Photos: A. Milner and D. Colombaroli.
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The LandCover6k working group inves-
tigates whether prehistoric and historic 
human impacts on land cover (i.e. anthro-
pogenic land-cover change due to land 
use - LULC) were sufficiently large to have a 
significant impact on regional climates. This 
workshop focused on reconstructing land 
use for the European continent by synthesiz-
ing farming and landscape management 
patterns derived from the archaeological 
record, for a 6000 BP time slice. We were 
also interested in the location of settlements, 
field systems, and industrial activities. The 
main objectives of the workshop were to:

(i) Review LU classifications developed for 
other regions (Morrison et al. 2018), ensure 
these are usable for Europe at 6000 BP, and 
develop geography-specific lower-classifica-
tion categories;

(ii) Establish regions with good datasets for 
LU and produce preliminary LU maps fol-
lowing the methodology of Morrison et al. 
(2018);

(iii) Identify high-resolution case-study areas 
for detailed LU mapping;

(iv) Agree on a publication strategy and 
subsequent analyses.

Workshop outcomes
Twenty-two European archaeobotanists, ar-
chaeozoologists, chronologists, GIS, climate 
and land-use modelers attended the work-
shop. In addition, some researchers joined 
the meeting remotely via an internet stream, 
or sent materials, and others have been 
approached since the meeting to contribute 
data from under-represented regions.

The first day and a half was devoted to 
expectations of the archaeological and 
modeling communities for the land-use 
development and best approaches towards 
synthesizing and reconstructing land use at 
a continental scale. There was considerable 
enthusiasm from the European community 
to be involved and contribute data. It was 
agreed that land maps should be devel-
oped from archaeological-site data points 
and then aggregated at a sub-regional 
level. Metadata should be fully accessible 
and traceable, and underpinned by high 
quality chronological data. This will allow 
an evaluation of uncertainty, ensure the 
work is archaeologically accurate and allow 
future revisions. A European database of 
14C dates developed by Marc Vander Linden 
(University of Cambridge, UK) was made 
available to facilitate mapping. Discussion 

also focused around “rules for interpola-
tion” between data points and “unknown” 
areas, data quality and traceability. Each 
LU area should be assigned a percentage 
land-use value as far as possible, allocated at 
a regional or country level, based on expert 
knowledge; proportions of crops and ani-
mals will be assessed for particular regions. 

There were extended discussions on LU 
categories (Morrison et al. 2018), which 
led to the addition of a LU category for “no 
evidence” and adjustments to lower-level 
categories for hunting-foraging-fishing, 
pastoralism and agriculture to fully reflect 
the European evidence. Further work around 
definitions will be needed. The final half-day 
of the workshop was spent undertaking 
initial top-level mapping on printed versions 
of gridded maps.

The main objectives of the workshop were 
met; more time was focused on item (i) than 
initially envisaged. However, this allowed the 
group to develop the necessary protocols 
for step (ii) and (iii). We are now progress-
ing with step (ii) and have established areas 
for which there is good data coverage (iii). 
Datasets are well distributed across Europe, 
but further work will be needed to fill in data 
gaps and develop protocols for data quality.

Next steps
Maps and 14C datasets have been transferred 
into a simple GIS database to produce pre-
liminary LU maps. These will need consider-
able work and refining. A follow-up meeting 
is planned for 29-30 January 2019 at the 
Research Center for Wetland Archaeology, 
in Hemmenhofen, Germany.

We are keen for interested archaeologists 
to join the group, especially from regions 
that are currently less-well represented (e.g. 
France, some areas of North and central 
Eastern Europe, and southern parts of the 
Mediterranean). Visit our website for more 
information: pastglobalchanges.org/ini/wg/
landcover6k
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Figure 1: Participants from the Northern Europe Group mapping their region. Photo credit: Welmoeud Out.
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Members of the C-PEAT working group met 
at Texas A&M University to define their re-
search plan for Phase 2. The past three years 
have led to the development and publication 
of a large database containing over 500 peat 
records that have been primarily used to (1) 
reconstruct Holocene carbon and nitrogen 
sequestration rates across the northern 
peatland domain, and (2) connect centen-
nial- and millennial-scale changes in carbon 
sequestration rates to key climatic forcings 
and environmental controls (Charman et al. 
2012; Loisel et al. 2014; Treat et al. 2015). 
C-PEAT is in the process of making its entire 
peatland database available on WDS-
PANGAEA; 164 sites are readily available un-
der the project name PAGES_C-PEAT. Those 
same peat profiles have also been ingested 
in the International Soil Carbon Network’s 
database (ISCN) and are accessible on its 
website. These two data sharing activities 
took place during a “data hackathon” shortly 
before this workshop. An article in Earth 
System Science Data, describing the entire 
database, is in development.

Building on the success of Phase 1, there is a 
clear need to grow C-PEAT’s research scope. 
Workshop participants identified future 
tasks that ultimately aim to further integrate 
peatlands into land-surface models:

Expand the peatland database to 
encompass sites from the tropics and 

extra-tropics. C-PEAT now includes a large 
group of scientists with expertise in tropical 
peatlands. We know that humans are a major 
agent of change in tropical peatlands; our 
team intends to focus its effort on (a) quan-
tifying carbon stocks and fluxes, (b) evaluat-
ing peatland ecosystem services, and (c) 
measuring the impact of land management 
on these peatlands. A paleo perspective 
is essential to develop a better functional 
understanding of these ecosystems and link 
their dynamics with global carbon cycling 
and land-use change.

Predict peatland responses to natural and 
anthropogenic disturbance. Workshop 
participants agreed that “sensitive pro-
cesses” such as (a) peatland dynamics that 
govern decadal-scale vertical peat accu-
mulation and net carbon balance, and (b) 
margin dynamics that control horizontal peat 
development (expansion vs. contraction) 
need to be further connected to disturbance 
regime including fire, permafrost thaw, inva-
sion by new species, drainage, prescribed 
burning, and other land-management sce-
narios. Here, the paleo perspective acquired 
during Phase I will be used to compare 
and contrast the importance of climatic 
forcings, environmental controls, and land 
management on peat formation and carbon 
sequestration. Workshop participants are 
preparing a manuscript that addresses these 
new research directions and highlights the 

relevance of peatland dynamics in land-
surface models.

Further develop and promote the use of 
multi-proxy peatland records as paleo-
climatic archives. The peat cores included 
in the C-PEAT database could be used in 
conjunction with those from other archives 
such as lake sediments, tree rings and ice 
cores. For example, there is an array of 
traditional and novel peat-based proxies for 
temperature and hydrology. Of particular 
interest to the C-PEAT group is (a) a combi-
nation of compound-specific stable isotope 
measurements to back-calculate changes 
in rainfall regimes (Amesbury et al. 2015), 
(b) a suite of novel organic biomarkers that 
are sensitive to temperature and pH or that 
provide insight into the carbon cycle (Naafs 
et al. 2017), and (c) the integration of more-
traditional proxies such as plant macrofossils 
and testate amoebae into process-based 
peat models such as DigiBog (Baird et al. 
2012) and the Holocene Peat Model (Frolking 
et al. 2010) to further understand the encod-
ing of these proxies into the peat matrix over 
time. Many of these datasets are already 
integrated to WDS-Neotoma.

Thus far, the C-PEAT working group has 
been associated with “environmental 
research” in the PAGES science structure 
(Fig. 1), as peatlands are key biosphere 
ecosystems that interact with the climate and 
introduce feedbacks into the Earth system. 
While this remains true, Phase 2 brings peat 
towards the center of the triangle (Fig. 1), as 
this working group is integrating land-use 
change and natural disturbance.
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Figure 1: A new, more-integrative place for the C-PEAT working group within PAGES’ science structure. This 
change for Phase 2 reflects the inclusion of tropical and extra-tropical peatlands, which are largely impacted by 
land management, and the development of new peat-based paleoclimatic proxies.
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Mineral-dust aerosols are critically important 
components of climate and Earth system 
dynamics as they affect radiative forcing, 
precipitation, atmospheric chemistry, sur-
face albedo of ice sheets, and marine and 
terrestrial biogeochemistry, over significant 
portions of the planet. Dust-borne iron is 
recognized to be an important micronutrient 
in regulating the magnitude and dynamics of 
ocean primary productivity and affecting the 
carbon cycle under past and modern climate 
conditions. Paleodata suggest large fluctua-
tions in atmospheric dust over the geologi-
cal past. However, dust-transport models 
struggle to reproduce observed spatial and 
temporal dust-flux variability. In addition, ob-
servational and modeling studies based in 
the current climate suggest that not all iron 
in dust is equally available to continental and 
ocean biota. Iron solubility varies dramati-
cally, depending on mineralogy and state of 
soils, as well as atmospheric processing by 
acids. Modeling studies, however, still mostly 
assume constant solubility.

The PAGES Dust Impact on Climate and 
Environment (DICE) working group held its 
first workshop on The Role of Dust in Climate 
Change: A Biogeochemistry Perspective. 
Twenty-seven experts from nine different 
countries came together at the Coastal 
Marine Research Station of the Catholic 
University of Chile in Las Cruces for the 
three-day workshop that was jointly sup-
ported by PAGES and the Chilean Comisión 
Nacional de Investigación Científica y 
Tecnológica. About half of the participants 
were early-career researchers or scientists 
from developing countries. The workshop 
format combined keynote talks with shorter 
thematically matching pop-up talks, followed 
by discussion and brainstorming of future 
research avenues among all participants.

This workshop was a highly interdisciplin-
ary effort to better quantify and simulate 
biogeochemical impacts of dust deposition. 
It gave observationalists and modelers the 
chance to combine perspectives on the role 
of dust in ocean biogeochemical cycles and 
the greater carbon cycle. The specific goal of 
the workshop was to more precisely quantify 
the effects of mineral dust, and specifically 
iron, during various climate states, and to 
strategize how to further foster this relation-
ship in future work.

The major themes of the keynote pre-
sentations followed the pathways of dust 

emissions, from geochemically identifying 
and tracing source regions to deposition in 
the surface ocean. Participants discussed the 
effects on the solubility and bioavailability 
of iron at each of these stations in the dust 
cycle, including the influence of dust source 
and mineralogy on dust solubility and bio-
availability, the role of atmospheric process-
ing in dust solubility, and the importance 
of organic ligands and aggregation to iron 
lifetime in the mixed layer of the ocean for 
bioavailability in modern and past oceans.

Halfway through the workshop, partici-
pants split into three breakout groups for 
extended discussion on the following three 
avenues of future research (1) Ocean iron 
sources (aeolian versus others), (2) Iron 
solubility past, present, future, and (3) Dust 
particles: shape, size and composition. 

As a direct interdisciplinary outcome of the 
workshop, participants are developing a 
model that evaluates the relative importance 
of atmospheric processing, mineralogy, size 
fraction, settling rate, and ligand-mediated 
dissolution on the solubility of dust-borne 
iron that reaches the ocean (Fig. 1). This is 
in an effort to combine experimental and 
modeling results to improve the estimates 
of iron solubility in biogeochemical models – 
moving beyond the assumptions of constant 
iron solubility. The group plans to combine 
observational data on dust-source mineral-
ogy, dust deposition, atmospheric process-
ing, and ligand concentrations and strengths 
with kinetic models of dust dissolution in the 
water column. Such a model can be applied 
to both modern as well as past dust sources 

that may have been more highly impacted by 
glacier physical weathering, and have been 
shown to have a different mineral composi-
tion as a result. The goal of this effort is to 
combine the highly varied range of expertise 
to better quantify the bioavailable iron in dif-
ferent dust sources across space and time.
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Figure 1: Representation of the major processes in the ocean iron cycle from Tagliabue et al. 2017. Reprinted by 
permission from Springer Nature.
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The transition of Earth’s climate from the 
cold Last Glacial Maximum (LGM) to the 
warm Holocene is still not fully understood. 
It is associated with a rise in atmospheric 
CO2 acting as an important driver of the 
global warming. Although changing ocean 
circulation during the deglaciation has been 
linked to the rates of CO2 increase, its exact 
mechanism remains unclear, and quantify-
ing changes in the ocean circulation and 
carbon storage remain challenging tasks.

The overarching goal of PAGES’ work-
ing group Ocean Circulation and Carbon 
Cycling (OC3) is to compile global fora-
miniferal carbon (δ13C) and oxygen (δ18O) 
isotope data and compare them with model 
simulations to better understand changes in 
ocean circulation and carbon cycling during 
the last deglaciation. INQUA’s Investigating 
Past Ocean Dynamics (IPODS) focus 
group works towards the same scientific 
objective by synthesizing complementary 
global ocean circulation proxy data such 
as radiocarbon (Δ14C), εNd and Pa/Th. This 
joint IPODS-OC3 workshop aimed to make 
progress through new regional and global 
data syntheses and their combination with 
isotope-enabled model simulations. 

The workshop brought together 40 
international scientists – sea-going 

paleoceanographers and modelers – to 
report the progress within the working 
groups, to discuss potential overlaps 
between the communities and to identify 
potential joint aims. 

On the first day of activities, OC3 regional 
syntheses group leaders gave updates of 
current activities and work progress from 
different ocean basins (North and South 
Atlantic, and Indian Ocean). Additionally, 
posters were presented on regional data-
sets and modeling approaches. δ13C and 
δ18O data were discussed with respect to 
the importance of deep and intermediate 
water distribution and circulation, and im-
portance of the different ocean regions for 
CO2 storage and deglacial CO2 release.

The focus of the discussion was on new age-
model and data-visualization software tools, 
including age-model approaches PARIS 
(Claire Waelbroeck), HMM-Match (Lorraine 
Lisiecki) and the age-model software and 
visualization tool PaleoDataView (Stefan 
Mulitza). Discussions included the differ-
ences of the approaches, age-model error 
assessments and uncertainties in reservoir 
age corrections. 

Age models are an important backbone 
of OC3 and IPODs databases. As nearly 

all cores in the IPODS database are also 
included in the OC3 database (Fig. 1), the 
same age models will be used for the global 
synthesis to enable the direct comparison 
of different proxy records from the same 
cores. 

The second day of the conference was 
designated to the IPODS working group. 
General summaries of the current knowl-
edge in εNd, Pa/Th and ∆14C were given by 
work-group leaders, followed by pre-
sentations of recent compilation studies 
(Pietrowski, Blaser; Ng et al. 2018).

The final day of the workshop was dedi-
cated to future plans of OC3 and IPODS. 
The participants encouraged OC3 to 
proceed with the database effort and de-
veloped a strategy for the refinement of the 
data synthesis, including the development 
of quality-check guidelines and consistent 
age-model generation. Extensive labor is 
needed to generate consistent age models 
and to ensure data quality. A detailed work 
plan for the next year includes the release 
of the final database structure with already 
published regional synthesis datasets, pub-
lishing of the Atlantic Ocean synthesis in the 
beginning of 2019, and work on syntheses 
papers in the summer of 2019. The chair of 
OC3 was passed from Andreas Schmittner 
to Janne Repschläger. Juan Muglia will join 
the steering committee in the function of 
database manager.

The workshop added momentum to IPODS 
and OC3 activities such as the writing of 
an εNd review paper, the creation of a joint 
database including δ13C, δ18O, εNd, Pa/Th 
and ∆14C, and the exploration of common 
plans for the future.
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Figure 1: Map showing cores included in the OC3 and IPODS databases covering the last deglaciation. Green 
circles show published high-resolution δ13C data prioritized for quality control. Red triangles are radiocarbon 
data from Zhao et al. (2018). Yellow squares are Pa/Th data (Ng et al. 2018) and purple diamonds are εNd data.
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The PEOPLE 3000 working group focuses 
on integrating archaeological and paleo-
ecological case studies with mathematical 
modeling. We seek to understand how co-
evolving human societies and ecosystems 
can successfully cope with the interrelated 
forces of population growth, increasing 
social complexity and climate change, and 
the diversity of trajectories of reorganization 
that social-ecological systems follow. Our 
work focuses on the observation that human 
societies experienced periods of social and 
economic development followed by major 
reorganizations throughout the Holocene. 
Thus, we are investigating explanations for 
what appears to be widespread and, poten-
tially, climate-driven patterns.

Much of our research builds on the Variance 
Reduction Safe Operating Space (VRSOS) 
hypothesis (Anderies 2006). The VRSOS 
proposes that population growth, increasing 
complexity, and increasing energy consump-
tion reduce variation in human subsistence 
economies. This, in turn, results in systems 
where individuals are well adapted to a 
specific range of climate variation, but where 
those same strategies are easily disrupted by 
climate change outside the range to which 
a society has adapted. Whether social-eco-
logical systems follow a collapse trajectory 
or a new growth trajectory depends on the 
adaptive capacity of individuals within eco-
logical and institutional constraints. To date, 
we have begun to explore such relationships 
with a series of related publications and 
grant proposals (Freeman et al. 2018a,b).

The May 2018 workshop moved our research 
forward by synthesizing radiocarbon, paleo-
ecological, and subsistence data in ways that 
allow the working group to integrate them 
with mathematical models. The workshop 
resulted in the following outcomes:

1. The collation of radiocarbon and paleoen-
vironmental records from North and South 
America, Europe and Australia. 

2. Outlines of manuscripts exploring ways 
the VRSOS hypothesis can predict broad 
shifts in human subsistence and settle-
ment decisions across the Holocene. This 
hypothesis allows for the identification of 
periods when we would predict societal 
reorganizations and how those adaptive 
shifts may occur. Our data suggest that Late 
Holocene prehistoric societies across the 
globe experienced trajectories of adaptive 
reorganization, subsistence specialization, 
and sometimes societal collapse in response 
to environmental changes as predicted by 
the VRSOS. 

3. Outlines of manuscripts deploying 
well-established logistical growth mod-
els derived from population ecology to 
understand how shifts in carrying capac-
ity can condition demographic regimes 
across the Holocene. In this case we define 
a demographic regime as a one defined by 
a fixed carrying capacity. Shifting carrying 
capacity moves a population into a new 
demographic regime. We explore this idea 
by identifying different patterns of growth 

and climate-mediated collapses in the more 
distant past (Lima Arce 2014). For example, 
Figure 1a illustrates the long-term growth 
(trends) and medium-term fluctuations 
(peaks and valleys) of human populations 
and economies from the California (USA) 
case study discussed at the workshop. This 
case displays long-term growth, but with 
various medium-term spurts of growth 
and decline. However, although the broad 
trend displays long-term growth, the type of 
growth is variable. Figure 1b applies discrete 
time logistic growth models to the data and 
suggests that in California, the long-term 
growth of human societies was driven by a 
shift in their carrying capacity, either through 
social-technological change or climate 
change. This methodology allows us to 
compare demographic regimes and better 
understand how and why they change. 

The workshop outcomes opened several 
new lines of research. Specifically, we will 
move forward by exploring relationships be-
tween archaeological and paleoecological 
datasets within the context of the VRSOS and 
logistic models discussed above. Of great-
est interest to us are the ways that low-fre-
quency, but high-amplitude, environmental 
events can prompt for societal adaptations 
resulting in either positive or negative demo-
graphic changes. Understanding what social 
and ecological factors conspire to condition 
the direction of demographic changes, and 
using this information to predict the direc-
tion and magnitude of change for specific 
archaeological phenomena, outline our 
next challenges — ones we aim to address in 
future studies.
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Figure 1: (A) Summed probability distribution of California, USA, radiocarbon ages against time for five 
demographic regimes. (B) Discrete time logistic growth models for each of the five demographic regimes for the 
California case study.
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This workshop was organized by the 
Institute of Earth Environment at the 
Chinese Academy of Sciences and at-
tracted speakers from across China, as 
well as Australia, India, Japan, and USA. A 
total of 35 talks were presented, cover-
ing diverse topics from identifying abrupt 
events and their impact on past societies; 
interdecadal variability; modeling and dy-
namical forcing from the Atlantic, Indian 
and Pacific Oceans; the Sun; and aerosols. 
A large number of new high-resolution 
datasets were presented. A key feature of 
the meeting was the large number of pre-
sentations by young scientists, a sure sign 
of a healthy future for Holocene science.

In the past there have been conflicts aris-
ing from climate changes and even pos-
sibly dynastic collapses. Understanding 
how humans coped with changes in the 
past, evident in high-resolution time 
series, provides a template relevant for 
policy and planning issues. The role of 
humans as drivers of abrupt changes in 
the Holocene in various parts of the world 
was discussed, as well as the expression 
of abrupt changes such as the 9.2, 8.2 
and 4.2 ka BP cooling and drying events, 
which are represented to varying degrees 
in different regions. Several analyses fo-
cused on modern process studies and on 
how these can help improve precision in 
interpretation of paleoseries. The recent 
international cooperative ocean monitor-
ing program (led by the Ocean University 
of China, Qingdao) is an outstanding 
example of this, and despite its yet still 
short time series, it is already yielding new 
insights into ocean dynamics.

ENSO events now show evidence of 
enhancement by volcanic forcing, and 
appear to be stronger in the 20th century 
than any other period in the Holocene. 
The future expression of ENSO is of vital 
concern for many parts of the world. 
While no two ENSO events are the same, 
Figure 1 shows how a modeled future 
configuration will lead to increasing num-
bers of extreme events. New evidence is 
emerging on the frequency of droughts 
in eastern Asia and on how these are 
related to variability and intensity of the 
Asian Summer Monsoons, especially in 
the later Holocene. There is now a strong 
case emerging for the forcing of climate 

change in eastern Asia modulated by both 
the Atlantic Meridional Ocean Oscillation 
and the Pacific Decadal Oscillation. It was 
noted that much good science emerges 
from international cooperation, and 
at present this is taking place in good 
spirit and above regional geopolitical 
considerations.

Some time was spent identifying areas 
that are particularly vulnerable to future 
change in Asia. These include Central 
Asia, the Indian Monsoon region and 
North East China, and are likely to provide 
challenges for the people who live there 
and from a geopolitical aspect.

Young scientists were challenged to think 
beyond simple series comparisons when 
considering their own data, and to keep 
in mind that while some series do in fact 
show similarities, these sometimes break 
down due to phase shifts and altered forc-
ing conditions. Systems become better 
understood when the full range of vari-
ability is revealed and studied.
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Figure 1: Relationship of meridional SST gradient (5-10°N, 150-90°W minus 2.5°S-2.5°N, 150-90°W) with 
December-January-February (DJF) mean Niño 3 (5°S-5°N, 150-90°W) rainfall, for (A), Control Climate (1900-1999 
CE) and (B), Climate Change (2000-2099 CE) periods, respectively, aggregated over 21 selected CMIP5 models. 
Purple dots indicate modeled extreme El Niño events with a Niño 3 DJF rainfall greater than 5 mm per day and 
black circles indicate other modeled events. The corresponding average frequency of modeled extreme El Niño 
over the Control Climate period and Climate Change period is labelled in each panel, with the 95% confidence 
intervals based on a Poisson distribution. Red dots in (A) indicate observed 1982/83, 1997/98 and 2015/16 CE 
extreme El Niño events and black dots indicate other observed events since 1979. For more details see Cai et al. 
(2014).
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