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The study of Decadal Climate Variability and Predictability
(DCVP) is the interdisciplinary scientific enterprise to
characterize, understand, attribute, simulate, and predict
the slow, multi-year variations of climate on global and
regional scales. Particular interest in decadal climate
variations and their role in the global surface climate
change stems from the need to detect and attribute the
uneven rise in global mean surface temperatures (GMST)
since the beginning of the industrial period. The most
recent expression of decadal variability in GMST has been
the slowdown in warming between roughly 1998 and
2012. This period, often termed as the “hiatus”, triggered
intensive debate in the public domain, even if global
temperatures had exhibited long undulations before,
including two cooling events in the late 19th to early 20th
century and in the mid 20th century and two intervals
of rapid warming, one from about 1910 to 1940 and the
other between the early 1970s and 1998. While these
departures from the expected warming due to the steady
increase in greenhouse gas forcing have been attributed in
part to natural (volcanic) and anthropogenic (industrial)
aerosols, there is ample evidence that long-term internal
interactions between climate system components - the
ocean and the atmosphere, in particular - have also been
involved.

Decadal and longer variations in sea surface temperatures
(SSTs) have a rich and non-uniform spatial pattern
related to variations in the distribution of precipitation
and associated atmospheric convection in the tropics, to
alterations in position and strength of the storm tracks
at midlatitudes, to changes in sea-ice extent at polar
latitudes in both hemispheres, etc. Changes in atmospheric
circulation thus contributes to changes in regional
climates worldwide and importantly over the continents,
directly affecting humans and their environment. The
most prominent example of the terrestrial response to
decadal climate variability is the long-lasting decline of
rainfall in the North African Sahel in the second half of the
20th century, which included the devastating famines of
the 1970s & 1980s. These decadal-scale shifts have been
attributed to slow variations in North Atlantic SSTs, which
have also affected Atlantic tropical cyclone activity over the
same time frames. Similarly, the multi-year pulses of North
American droughts (e.g., the Great Plains “dust bowl” in
the 1930s and the recent protracted dry period in the
Southwest US), which impacted lives and livelihoods in the
US and northern Mexico, have been attributed to the state
of the tropical Pacific and tropical Atlantic Oceans. For the
Mediterranean region, in South European countries along
the northern rim and in the Maghreb and the Middle East,
recurrent heat waves and prolonged dry spells since the
mid 1960s, attributed to a combination of internal decadal
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variability and greenhouse gas forcing, have devastated
regional agriculture productivity, lead to loss of life and,
perhaps arguably, to widespread societal instability and in
Syria to violent conflict and war.

In order to anticipate the impacts of climate change, it is
important for society to know how the climate response
to anthropogenic forcing and the climate impact of
natural variability will mix together to affect the near-
term future. The study of DCVP aims to provide science-
based information to decision makers through research,
observations, and decadal predictions. This goal remains
challenging despite decades of research and of extensive
progress in observing and modeling the climate system.
Predicting the impact of internal decadal climate variability
is complicated by our incomplete understanding of the
nature of the underlying phenomena, in particular their
physical origins and their interaction with external forcing.
Existing obstacles in DCVP research thus test our ability to
attribute past variations to the combined role of internal
variability and external forcing, as well as to reliably predict
the near-term climate on global and regional scales.

Progress in DCVP research can only be made through
international, cross disciplinary collaborations between
scientists. Because of the difficulties to observe and model
the Earth’s climate at timescales of a decade or longer,
this area of research is wholly dependent on emerging
connections between those who perform, collect and
analyze instrumental observations of the present, those
who develop and analyze proxies of past climate, and with
scientists who develop models and perform dedicated
modeling experiments. To review ongoing research on
DCVP and propose the road to future progress on the
subject, the International WCRP CLIVAR Project and PAGES
held an international workshop with representatives of
these various disciplines in November of 2015, under
the patronage of the International Centre for Theoretical
Physics in Trieste Italy. This issue of Exchanges grew out
from the presentations and discussions features in this
workshop.

The articles in this issue of Exchanges were selected and
reviewed by the members of the CLIVAR Working Group
on DCVP and the PAGES 2k Network. These contributions
are meant to provide brief reviews that address the
progress made in understanding and resolving different
key issues in DCVP. We greatly appreciate the voluntary
efforts made by these authors to capture the exciting and
rapidly growing literature on the subject in these brief
summaries and hope that they will stimulate further
research collaboration on the subject.
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Introduction

Due to their thermal and mechanical inertia, the oceans
play a key role in decadal-scale climate variability
(DCV) and provide a potential source of initial-value
predictability for low-frequency climate fluctuations.
Characterizing oceanic DCV is challenging, however,
due to the limited duration of the observational record
combined with the sparse and irregular data coverage.
These constraints also hinder assessments of the
robustness of the patterns and timescales of DCV, and
understanding of the governing mechanisms. In this brief
note, we provide an overview of the main phenomena
of DCV in the historical sea surface temperature (SST)
data record, discuss proposed interpretations and
causal mechanisms, and highlight outstanding research
questions.
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Figure 1: Distribution of sea surface temperature observations
from the International Comprehensive Ocean Atmosphere
Data Set. Maps show the percentage of months with at least
one measurementin a2 degree latitude by 2 degree longitude
grid box during (a) 1870-1899, (b) 1920-1939, and (c) 1970-
1989. Timeseries (1870-2015) show the percentage of grid
boxes that have at least one observation per month within
the regions outlined in Fig. 1c. (d) North Pacific (20°-70°N,
110°E-100°W), (e) North Atlantic (0°-60°N, 80°W-0°W), and
(f) Southern Ocean (50°-70°S, 0°W-360°E).
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SST data coverage

Our focus on SST is motivated by both practical and
physical considerations. On the practical side, the longest
ocean temperature records are measured near the
surface from ships-of-opportunity, starting with bucket
samples in the 19" and early 20" centuries followed
by engine-intake measurements (e.g.,, Woodruff et al,,
2008). On the physical side, SSTs are the main agent of
communication between the atmosphere and the ocean,
and thus represent a key quantity for probing DCV (for a
discussion of the upper-ocean mixed layer heat budget,
c.f. Deser et al, 2010).

Fig. 1 (left column) shows maps of SST data coverage
based on the International Comprehensive Ocean
Atmosphere Data Set (ICOADS) (Woodruff et al., 2008)
during three representative 20-year periods spanning
the late 19th and 20th centuries: 1870-1899, 1920-1939,
and 1970-1989. These maps show the percentage of
months with at least one measurement in a 2°latitude by
2°longitude grid box in the 20-year period indicated. We
note thatthe instrumental coverage falls off rapidly before
1870, and that satellites provide nearly global coverage
starting in the 1980s (see Woodruff et al, 2008 and
Deser et al,, 2010). The discrete outlines of commercial
shipping routes and their changes over time are readily
apparent, especially in the earlier time periods (Fig. 1).
Broadly speaking, the North Atlantic, western South
Atlantic, and northern Indian Ocean contain the highest
density of observations, with reasonable coverage back
to approximately 1870. Data coverage in the North
Pacific is limited before about 1920, in the Tropics before
about 1960, and in the Southern Ocean before the advent
of satellite remote sensing (Fig. 1). The uneven and
changing spatial coverage of SST measurements from
historical ship-based archives must be taken into account
in any analysis of DCV. Further information on the spatio-
temporal coverage of other SST data sets is available at
climatedataguide.ucar.edu.

The main phenomena of DCV

In our view, there is no unique “best” approach to
defining the main phenomena of DCV. Here, we adopt a
basin-specific perspective, which has the advantage that
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any inter-basin linkages (including those lagged in time)
are not built-in to the analysis protocol. Similarly, we
analyze monthly data (lightly smoothed with a 3-point
running mean) so as to avoid artificially building in any
low-frequency behavior. In this regard, it is important
to bear in mind the null hypothesis that any low-pass
filtered time series will exhibit DCV, but it need not be
physically meaningful (i.e., it may not be distinguishable
from a random process).

We use the NOAA Extended Reconstruction Sea Surface
Temperature, version 3b (ERSSTv3b) dataset, which
employs a statistical procedure on the ICOADS data to
fill in missing grid boxes (Smith et al., 2008); other data
sets yield similar results (not shown). Following previous
studies, we subtract the global mean SST anomaly (SSTA)
from the SSTA at each grid box for each month and year
(hereafter, we use the nomenclature SSTA* to denote this
residual from the global mean) unless noted otherwise.
This procedure is intended to remove any secular global
trends that may be associated with changes in external
radiative forcing such as those due to human-induced
increases in greenhouse gas concentrations and sulfate
aerosols accompanying fossil fuel burning. We shall
return to the issue of how well this procedure achieves
its intended purpose in Section 5.

We define the main phenomena of DCV for each basin
separately as follows. North Pacific (NPAC): leading
principal component (PC) time series of monthly SSTA*
over the domain (20°-70°N, 110°E-100°W) following
Mantua et al. (1997). North Atlantic (NATL): time series
of SSTA* averaged over the domain (0°-60°N, 80°W-0°W)
following Trenberth and Shea (2006). Southern Ocean
(SO): time series of SSTA (not SSTA*) averaged over
the domain (50°-70°S, 0°W-360°E) following Fan et al.
(2014). We have inverted the SO time series to facilitate
comparison with NPAC and NATL. These regions are
outlined in Fig. 1c. To obtain the global-scale patterns
associated with each time series, we regress SSTA* (SSTA
for the case of the SO) ateach grid box on the standardized
index time series.

Before showing the spatial patterns of DCV, we return to
the issue of data coverage. The right-hand panels of Fig. 1
show time series of data coverage in each region defined
above, represented as the percentage of grid boxes that
have at least one observation in each month. Consistent
with the data coverage maps, the NPAC region shows
>50% of grid boxes with at least one observation starting
around 1920 except during the 1940s (Fig. 1d). The NATL
region shows >50% of grid boxes present since about
1885 except for the World Wars and around 1900 (Fig.
1e). Finally, coverage in the SO region is always <40%,
and <10% before 1950 (Fig. 1f). A large seasonal cycle
is evident in the SO region, with peak coverage during
summer (Fan et al.,, 2014). In view of these results, we
choose to show the NPAC and NATL time series starting
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in 1890 (mindful of the reduced coverage in NPAC before
1920), and the SO record starting in 1950. However, the
global regression maps are all based on the period since
1950 to accommodate the lack of data over the Southern
Ocean (and to a lesser extent, the Tropical Pacific) before
that time.

The three SSTA* patterns show a great deal of similarity
in their global structures, despite that they are based
on different index regions. For example, NPAC shows
a pan-Indo/Pacific pattern with symmetry about the
equator, reminiscent of the low-frequency “tail” of
ENSO (also termed the “Pacific Decadal Oscillation PDO
or “Inter-Decadal Pacific Oscillation IPO) (Zhang et al,,
1997; Power et al.,, 1999; Vimont, 2005; Newman et al.,,
2016). It also features linkages to the Atlantic in the
form of alternating polarities with latitude, with positive
values over the northern North Atlantic, and negative
values over the Pacific sector of the Southern Ocean
(Fig. 2a). NATL exhibits an out-of-phase relationship
between SSTA* in the North and South Atlantic, distinct
from that based on NPAC (Fig. 2b). However, it shares
the same SSTA* polarity over the northern NATL
and the same PDO-like structure, albeit with weaker
magnitude, as that based on NPAC, and it shows negative
values throughout the Southern Ocean (Fig. 2b).
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Figure 2: Spatial and temporal characteristics of sea surface
temperature anomaly (SSTA) variability in selected ocean
basins. (Left column) Global SSTA* regression maps (degrees
C) based on the (a) leading principal component of North
Pacific SSTA*, (b) North Atlantic SSTA*, and (c) inverted
Southern Ocean SSTA. All indices were standardized prior to
computing the regression maps. Index regions are outlined by
black boxes. (Right column) Standardized 3-month running
mean time series (1880-2015) of the (a) leading principal
component of North Pacific SSTA*, (b) North Atlantic SSTA*,
and (c) inverted Southern Ocean SSTA. Asterisk indicates
that the global mean SSTA was removed prior to computing
the time series and regression maps.
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Finally, the pattern based on the (inverted) SO index is
very similar to that based on NATL, except for the sign
over the northern tropical Atlantic (Fig. 2c).

The NPAC, NATL and SO index time series are remarkably
similar during their period of overlap (1950-2015), with
pronounced decadal-scale variability evident even in
3-month running mean data (Figs. 2d-f). In particular,
each record swings from positive to negative and back
to positive during 1950-2015, with a suggestion that
NATL leads NPAC and SO by 10-20 years. Before 1950,
NPAC shows less prominent decadal-scale variability and
a weaker relationship with NATL than after 1950. We
refrain from quantifying these statements due to the low
number of degrees of freedom associated with such short
records of DCV.

Causes of DCV

The substantial degree of commonality in the global-scale
patterns associated with Pacific, Atlantic and Southern
Ocean DCV, combined with the fact that they are based on
short records and sparse sampling, make it challenging
to identify these phenomena robustly in terms of spatial
and temporal character. These constraints also make it
difficult to assess whether they arise from distinctive
dynamical processes operating on decadal time scales
and/or whether they are best viewed as manifestations of
a “random walk” process or processes (see also Newman
et al, 2016). The concept of global-scale SSTA “hyper-
modes” (Dommenget and Latif, 2008; Dommenget, 2010;
Clement et al,, 2011) has been advanced to account for
the similarity of global-scale SSTA patterns regardless
of how they originate. This concept relies on the notion
that the lower the frequency, the more global the pattern,
due to the interplay between SSTA and the large-scale
atmospheric circulation.

These issues highlight the need for a combined approach
based on observations, paleo-climate records and
modeling to delineate robust phenomena of DCV and
to understand their causes. Indeed, modeling studies
based on thousands of years of simulation for robust
statistics suggest that Atlantic DCV and its global-
scale teleconnections may originate from the mutual
interaction of the oceanic Atlantic Meridional Overturning
Circulation (AMOC) and the large-scale atmospheric
circulation in the form of the North Atlantic Oscillation
(NAO) (Delworth et al., 2016; Delworth and Zeng, 2016;
Ruprich-Robert et al., 2016), although the mechanisms
continue to be under investigation. Similar conclusions
arise for Southern Ocean DCV (Latif et al, 2013; Latif et
al, 2015; Zhang et al,, 2016). Finally, Pacific DCV may
reflect a combination of stochastic processes, each
with a different decorrelation time scale and regional
emphasis arising from dynamical and thermodynamic
air-sea interaction (Clement et al,, 2011; Okumura, 2013;
Newman et al,, 2016).
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Internal vs. externally-forced DCV

As mentioned above, DCV is traditionally identified
as the residual from the global mean SSTA; the latter
interpreted as the secular fingerprint of human-induced
climate change. However, human-induced climate change
is not spatially uniform (Xie et al, 2010) and thus the
removal of the global-mean SSTA may fall short of its
intended purpose. The validity of this approach can be
tested with large initial-condition ensembles of historical
simulations with comprehensive coupled climate
models, such as 40-member Community Earth System
Model Large Ensemble (CESM-LE) (Kay et al, 2015).
The CESM-LE has been used to isolate externally-forced
and internally-generated components of simulated
NATL DCV, with implications for observed NATL DCV
(Tandon and Kushner, 2015; Murphy et al., 2016). These
studies indicate that a significant portion of NATL DCV
since 1920 may be externally-forced, and that empirical
methodologies used to separate these components in
the single observational record may be inadequate.
Further work is needed to evaluate the efficacy of
empirical approaches for separating forced and internal
components of DCV, not only in the NATL but in other
ocean basins as well. These approaches include linear
(or other forms of) detrending, removal of the global-
mean, optimal fingerprinting (Ting et al,, 2009; Ting et
al,, 2014), pattern scaling (Hoerling et al., 2011; Bichet et
al,, 2015), and Empirical Ensemble Mode Decomposition
(Wuetal., 2011).

Concluding remarks

We have presented a brief overview of the main
phenomena of DCV based on simple analyses of observed
SST over the historical record using a basin-specific
approach. Our results indicate that DCV is apparent even
in unfiltered seasonal data, and that DCV in the North
Atlantic, North Pacific and Southern Ocean share many
characteristics including their global-scale patterns and
chronologies, especially since 1950. Results are more
ambiguous before that time. Given the shortness of the
observational record relative to the time scales of interest,
we believe that DCV is best viewed in terms of a case
study approach rather than as a robust and stationary
statistical characterization. Long (thousands of years)
model control simulations provide an effective tool for
assessing the robustness and global-scale linkages of
DCV, provided the model has a credible representation
of the relevant processes governing DCV. Finally, an
outstanding research question is the extent to which DCV
is externally-forced vs. internally-generated.
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Introduction

During the last century, the observed annual mean
North Atlantic sea surface temperatures (SSTs) exhibited
multidecadal fluctuations superimposed onto a long-
term warming trend. This multidecadal variability has
been referred to as the Atlantic Multidecadal Oscillation
(AMO) or Variability (AMV). The SST anomalies that
define the AMV are characterized by a basin-scale
anomalous pattern that has the same sign in the whole
North Atlantic, and a maximum loading in the subpolar
gyre (SPG) region (Fig. 1).

Previous studies have shown that the AMV is associated
with, and possibly the source of, marked climate
anomalies over many areas of the globe. This includes
droughts over Africa and North America (Mohino et
al, 2011; Enfield et al., 2001), decline in Arctic sea ice
(Mahajan et al, 2011), changes in Atlantic tropical
cyclone activity (Vimont and Kossin, 2007), and recently
it has been linked with the global temperature hiatus
(McGregor et al,, 2014; Li et al,, 2015). Additionally, due
to its upstream location, the North Atlantic SST is a main
actor of the European climate variability. Sutton and
Hodson (2005) and Sutton and Dong (2012) argue for
the existence of a causal link between the warm phase
of the AMV and warmer conditions than normal over
Central Europe, drier conditions over the Mediterranean
basin, and wetter conditions over Northern Europe
during boreal summer. A number of studies suggest also
that the AMV could impact the winter North Atlantic
- Europe atmospheric circulation by modulating the
number of blocking events and/or by driving North
Atlantic Oscillation-like anomalies (Hakkinen et al,,
2011; Davini et al., 2015; Peings and Magnusdottir, 2014,
2015; Omrani et al., 2014; Gastineau and Frankignoul,
2015). Furthermore, the AMV and its Pacific counterpart,
the Interdecadal Pacific Oscillation (IPO), have been
linked to multidecadal changes in the frequency of
North American droughts (McCabe et al.,, 2004; Chylek
et al,, 2014). However, whether the concomitant forcing
of the Atlantic and Pacific arise from a coincidence or
reveal a causal link between Atlantic and Pacific decadal
anomalies remains uncertain.
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Figure 1: (a) Internal (red and blue) versus external (black)
components of the observed North Atlantic SST multidecadal
variability following Ting et al. (2009) definition. (b) Regression
map of the observed annual mean SST (ERSSTv3; Smith et al.
2008) on the internal component of the North Atlantic SST
index (i.e., the AMV index); units are °C per standard deviation
of AMV index. Both SST field and AMV index time series have
been low pass filtered prior to computing the regression,
using a Lanczos filter (21 weights with a 10-yr cutoff period).
The black latitudinal lines in b show the subpolar and tropical
domains used for the SPG_AMV and Trop_AMV experiments
(see section 2b). Figure from Ruprich-Robert et al. (2017).
©American Meteorological Society. Used with permission.
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Given the many potential climate impacts of the AMV at
decadal timescales, it is crucial to improve our knowledge
of the mechanisms associated with AMV teleconnections.
A Dbetter understanding of these mechanisms could
help advance the prediction of AMV impacts and hence
decadal climate predictions. We are providing here a
short description of a recent coordinated multi-models
study that investigates the global impacts of the observed
AMYV, in which the respective role of the extratropical and
tropical parts of the AMV have been identified.

Description of model experiments

To evaluate the AMV climate impacts, we performed
idealized experiments using state-of-the art global
coupled climate models, in which the North Atlantic SSTs
are restored to time-invariant anomalies corresponding
to an estimate of the internally driven component of the
observed AMV (following Ting et al. 2009’s approach;
Fig. 1). The three models used in this study are the GFDL-
CM2.1 (Delworth et al., 2006; Wittenberg et al., 2006),
the NCAR CESM1-CAMS5 (hereafter CESM1; Kay et al,,
2015), and the GFDL-FLOR (Vecchi et al., 2014). All three
models use a nominal 1° horizontal ocean resolution but
employ different atmospheric resolutions. Specifically,
the atmospheric resolution is about 2° in CM2.1, 1° in
CESM1, and 0.5° in FLOR.

Two experiments were performed with the three
models, namely Full AMV+ and Full AMV-, in which SST
anomalies corresponding to +1 or -1 standard deviation
of the AMV index (i.e., plus or minus the AMV pattern
shown in Fig. 1b) are imposed in the North Atlantic
region, by restoring the model SST to the observed AMV
anomalies plus the model’s own SST climatology from 0°
to 73°N. Outside of the restoring region, the models were
let free, allowing a response of the full coupled climate
system. Two additional sets of experiments similar to the
Full_AMV experiments, but with the model North Atlantic
SSTs restored to the observed AMV only in the North
Atlantic subpolar gyre (SPG_AMV) or in the Tropical
North Atlantic (Trop_AMV), were performed with CESM1
and CM2.1. For all experiments, we performed large
ensemble simulations with 100 members for CM2.1,
30 members for CESM1, and 50 members for FLOR in
order to robustly estimate the AMV climate impacts
and the associated signal-to-noise ratio. In order to
capture the potential response and adjustment of other
oceanic basins to the AMV anomalies, all the simulations
were integrated for 10 years with fixed external forcing
conditions. In this article, we focus on the boreal winter?!
climate response to AMV forcing and we discuss only the
ensemble mean differences between the AMV+ and AMV-
simulations. Further details regarding the experimental
set-up and their results can be found in Ruprich-Robert
etal. (2017) and Castruccio et al. (in revision).
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Results

a) Global impacts of the AMV

During DJFM, restoring the three models to the observed
AMV yields, as expected, a North Atlantic warming (Fig.
2a-c). Thetemperature pattern of the simulated anomalies
shows some differences with the observed one of Fig. 1b.
Specifically, the relative strength of the SPG anomalies
compared to the tropical anomalies is much less than
the observed one. This comes from our choice to keep a
time and space invariant restoring timescale for the SST.
By so doing, the extratropical North Atlantic SSTs are
weakened due to the SPG deep mixed layers, which dilutes
the imposed SST anomaly over a deeper oceanic column.

Regardless of this weakness, we find that outside of the
North Atlantic, the three models simulate remarkably
similar global teleconnections. We note a slight warming
of the Indian Ocean and a negative phase of the IPO over
the Pacific. The latter has negative SST anomalies in the
Tropical Pacific that extend toward the higher latitudes
in both Hemispheres along the eastern ocean boundary,
in a horseshoe-like pattern, surrounding positive SST
anomalies in the West. The three models show a warming
of ~0.3°C over Mexico and the Eastern part of US, a
warming over East Brazil as well as over South Asia and
the Mediterranean area. The models also agree on the
simulated warming over Siberia and on the cooling of
the northwestern part of North America. In response to
AMV+ forcing, CESM1 simulates a significant warming of
the Arctic that is only found over the northeastern rim of
Siberia in CM2.1 and FLOR. The models also disagree on
the temperature response over Northern Europe: CM2.1
simulates a warming there whereas CESM1 and FLOR
tend to simulate a cooling.

We find that AMV leads to significant changes in
the atmospheric winter circulation as illustrated by
precipitation and geopotential height at 500 hPa
(Z500) anomalies (Figs. 2d-f and Fig. 3b)? . There is a
northward shift and a reinforcement of the Intertropical
Convergence Zone all over the tropical belt as well as a
southwestward shift of the South Pacific Convergence
Zone. The precipitation response over the Tropical Pacific
is coherent with a La Nifia-like temperature pattern
seen in Figs. 2a-b. We further analyzed the amplitude
of the ENSO response® and found that in all models the
occurrence of La Nifia events roughly doubles between
the Full_AMV- and the Full_AMV+ experiments.

Over the extratropical North Pacific, the AMV leads to a
weakening of the Aleutian Low (Fig. 3b) associated with an
east-west dipole in the precipitation anomalies over the

'Defined as the December to March seasonal mean.

2In view of concision, only Z500 response from CESM1 is shown here, but
we specify in the following when this response is different among the
models.

3To do so, we defined an ENSO index based on the first EOF of the upper 200
m oceanic heat content computed over the tropical Pacific (30°S-30°N).
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Figure 2: Differences between the 10-year average of the Full_AMV+ and the Full_AMV- ensemble simulations for December to
March (DJFM) of (a, b, ¢) 2-meter air temperature and (d, e, f) precipitation. Results are shown from top to bottom for CM2.1,
CESMI, and FLOR. Stippling indicates regions that are below the 95% confidence level of statistical significance according to a two-
sided t-test. Note that the contours intervals of T2 in a, b, and ¢ have been multiplied by 1.75 compared to Figure 1b.

North Pacific and decrease of precipitation over the west
coast of US and Mexico (Figs. 2d-f). The Z500 anomalies
are reminiscent of the negative phase of the Pacific North
America pattern (PNA) (Barnston and Livezey, 1987),
with positive Z500 anomalies centered over the Aleutian
Low and Mexico and negative anomalies over Canada and
south of Hawaii. The latter center of action is more visible
when looking at streamfunction anomalies at 200hPa
(hereafter SF200; Fig. 3b).

The North Pacific SST response is also consistent with
the Aleutian Low weakening as discussed by Zhang and
Delworth (2015). In their study, they linked a northward
shift of the westerlies to a northward shift of the oceanic
gyre circulation through a Sverdrup balance and to the
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propagation of oceanic Rossby waves from the central
Pacific to the western coast, explaining the warmer SST
off Japan. Over the northeastern side of the North Pacific,
the SST cooling is driven by an anomalous advection of
cool air from the Arctic. Furthermore, this whole North
Pacific response is reminiscent of that documented in the
water hosing experiments of Zhang and Delworth (2005),
Dong and Sutton (2007) and Okumura et al. (2009),
although the impacts are weaker in our experiments as
expected from the weaker imposed forcing.

While the North Pacific response is significant and robust
among the three models, the North Atlantic - Europe
(NAE) response is notably weaker. All models simulate an
increase of precipitation over Southern Europe, but these

Past Global Changes Magazine, Volume 25, No. 1
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Figure 3: Difference between the 10-year average of the positive and the negative phases of (a, b) Full_AMV, (c, d) Trop_AMV, (e,
f) SPG_AMV for CESM1 in DJFM. (left) 2-meter air temperature (T2m) and (right) geopotential height at 500 hPa (Z500, color) and
streamfunction of the wind at 200 hPa (SF200, contours at intervals of 0.8x10° m? s7). Stippling indicates regions that are below
the 95% confidence level of statistical significance. Figure adapted from Ruprich-Robert et al. (2017). ©American Meteorological

Society. Used with permission.

anomalies are only significant in CESM1. In CESM1 and
FLOR, these precipitation anomalies are associated with
a weak anomalous north-south Z500 dipole that projects
on the NAO in its negative phase (hereafter NAO-). The
geopotential anomalies in CM2.1 do not project strongly
onto the NAO, even though positive anomalies are present
over Iceland. For CM2.1 this diagnostic suggests that the
NAE atmospheric response might project onto a mix of
both an NAO- and a negative phase of the East Atlantic
Pattern*(not shown). We further quantified the signal-
to-noise ratio of the climate response to AMV and, for
all models we found that the NAE atmospheric response
accounts for less than 10% of the decadal variance.
The discrepancy between the models and the weak
atmospheric response over the NAE region suggest that
the AMV does not strongly impact the atmosphere over
there. We acknowledge however that our experimental
protocol may lead to an wunderestimation of the
extratropical AMV forcing and hence potentially to an
underestimation of the atmospheric response over the
NAE region. Indeed, as discussed above, our choice to
keep a time and spatially-invariant restoring timescale
does not allow to strongly constrain the SST over a region
with deep oceanic mixed layer such as the SPG.

Past Global Changes Magazine, Volume 25, No. 1

b) Tropical vs Extratropical SST contribution to the
AMV climate impacts

We investigated the respective contribution of the tropical
and extratropical parts of the AMV to the climate impacts
described in the previous section by performing two
additional sets of experiments in which only the subpolar
(SPG_AMV) or the tropical (Trop_AMYV) parts of the AMV
pattern were imposed. Only the results from the CESM1
experiments are shown here, but these experiments were
also performed with CM2.1 and we discuss the results
from both models. We find that the Pacific IPO-like and
PNA-like responses are primarily driven by the tropical
part of the AMV (Figs. 3c,d). This result corroborates
the studies of Kucharski et al. (2015) and McGregor
et al. (2014) who suggested that the tropical Pacific
cooling observed during the last decades was forced by
the tropical Atlantic warming through a modification of
the Walker Circulation. In line with Sutton and Hodson
(2005), we find that the AMV impacts over the Americas
are mainly explained by the tropical part of the AMV
but that they are reinforced by the subpolar part of the
phenomenon (Figs. 3a,c,e).

“This mode is defined in observations as the second mode of variability of the
atmosphere over the NAE region (e.g., Barnston and Livezey 1987).
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The models show marginal impacts over North Africa
and Europe in terms of T2m anomalies in response to
the tropical AMV anomalies only, whereas a warming
of North Africa and a cooling of Europe is simulated in
response to the SPG anomalies. This cooling is consistent
with the Z500 dipole anomaly seen over the NAE region,
which tends to decrease the atmospheric flow from the
relatively warm ocean to the relatively cool European
continent in winter. Further, the Z500 dipole response in
the SPG_AMV experiment is shifted eastward compared
with the NAO response seen in the Full_AMV experiment
(Fig. 3b). This suggests that the subpolar part of the AMV
is the primarily driver of the NAE atmospheric response
but that both the tropical and the extratropical parts of the
AMV contribute to the overall NAE atmospheric response.

The SPG_AMV experiment generates a strikingly larger
global atmospheric response in CESM1 than in CM2.1.
For the former, the subpolar gyre part of the AMV leads
to impacts in T2m and Z500 over the North Pacific region
that are weaker but similar in pattern to those driven by
the tropical part of the AMV. This is consistent with the
weak but significant warming simulated in the tropical
North Atlantic in the CESM1 SPG_AMV experiment. This
also suggests that part of the tropical signature of the AMV
is forced by the subpolar part of the AMV as suggested by
Dunstone et al. (2011) and Smirnov and Vimont (2012)
but that this mechanism is model-dependent.

Summary and discussion

We investigated the climate impacts associated with the
internal component of the observed Atlantic Multidecadal
Variability (AMV) using the GFDL-CM2.1, the NCAR-
CESM1, and the GFDL-FLOR coupled models, by restoring
their North Atlantic SSTs to the observed anomalies. This
coupled approach allowed us to determine the full climate
response to the imposed North Atlantic anomalies.

Over the North Atlantic European (NAE) region, we show
that, despite the large-scale warming of the Northern
Hemisphere continents simulated in all models during
the boreal winter (DJFM), the models disagree on the
Northern Europe temperature response. They disagree
also on the NAE atmospheric circulation response,
which projects on the negative phase of the North
Atlantic Oscillation (NAO) for CESM1 and FLOR. The
disagreement between the models and the weak signal-
to-noise ratio of the NAE atmospheric response reveal
strong uncertainties on the role played by the AMV in
the decadal variations of the NAO observed during the
last century. They also suggest the need to repeat such
coordinated experiments with other models.

For the three models, we find that the AMV warming
drives a change in the Walker Circulation that drives
precipitation anomalies over the whole tropical belt.
The AMV warming leads also to reduced rainfall over the
western part of the US and Mexico and to a weak increase
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ofrainfall over Europe. The Walker Circulation response is
associated with broad Pacific anomalies that project onto
the Interdecadal Pacific Oscillation (IPO) in its negative
phase. In the three models the northern part of the IPO-
like SST response is tightly linked to a negative phase
of the Pacific North American teleconnection pattern
(PNA). We find that both the IPO and PNA-like responses
are mainly driven by the Tropical part of the AMV.

Our results stress the importance played by the North
Atlantic Ocean variability associated with the AMV in
driving decadal changes on a global scale, especially in
the Pacific. They also indicate that the AMV has played
an important role in global climate variability observed
during the last century. In the present study, we
specifically focus on the climate impacts associated with
an estimate of the internal component of the observed
AMV, which has been shown as predictable to some
extent on multi-year to decadal timescale (e.g., Robson
et al, 2012; Yeager et al., 2012; Msadek et al., 2014). Our
results are therefore encouraging for the prospect of
getting skillful decadal predictions over regions outside
of the North Atlantic through the impacts of AMV. The
teleconnections we highlight between the Atlantic
and the Pacific are also consistent with the studies of
Chikamoto et al. (2012, 2015), who showed that phase
shifts of the IPO as those observed in the late 1990’s
might be predicted few years in advance if the sign and
amplitude of the AMV are predicted.

The general impacts and mechanisms described in
the present study are based on three climate models
that show quite similar results despite their different
atmospheric resolution. This gives confidence in the
robustness of our conclusions regarding AMV impacts.
However, conducting such experiments within a
multimodel framework, using other coupled climate
models, will be highly beneficial to strengthen our
conclusions. This will be done as part of the CMIP6
Decadal Climate Prediction Project (DCPP), which calls
for coordinated experiments following a protocol similar
to the one proposed in this study (Boer et al, 2016).
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Introduction

The large-scale loss of Arctic sea ice in recent decades is
one ofthe most prominentindicators of the ongoing global
climate change. This derives from three main reasons.
First, climate change is amplified in the Arctic (“Arctic
amplification”, e.g. Pithan et al. (2013)), so consequences
of changes in the global-mean climate are more readily
observed at high latitudes compared to middle and
lower latitudes. Second, while many observables change
gradually with global mean climate, Arctic sea ice is
among those observables that might eventually cross a
binary threshold from “existing” to “non-existing”, which
amplifies the perception of the underlying gradual trend.
And third, as a consequence, changes in “Arctic sea ice
coverage” are easier to grasp and communicate to a
general public than changes in more abstract metrics
such as “global mean temperature”.

The observed changes in Arctic sea ice are not only a clear
local indicator of large-scale climate change; the ice loss
also has a number of sometimes far-reaching worldwide
consequences. These include physical phenomena such
as the possible impact on mid-latitude weather system
or the disruption of the oceanic uptake of CO,, but
also societal consequences such as the opening of new
shipping routes or the necessary changes in the lifelihood
of the Arctic indigenous population.

The importance of sea ice loss both as an indicator and
as an active player in the ongoing climate change has
motivated some intense research into understanding the
temporal evolution ofseaice ontime scalesfrom seasonsto
decades. In this contribution, I use a combined analysis of
the observational record and of climate model simulations
to explain and summarize some of these findings.

Seasonal variability: The importance of atmospheric
chaos

Recent years have seen an increase in research activities
aimed at forecasting the evolution of Arctic seaice on time
scales of a few months. There is good reason to believe
that such seasonal-scale forecasts should be possible,
with model studies emphasizing in particular the rather
long memory of the sea ice state imprinted in the sea ice
thickness fields (e.g., Blanchard-Wrigglesworth et al.,
2011), and the long memory of the oceanic heat content
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that determines the regional evolution of Arctic sea ice
(e.g., Bushuk et al,, 2015).

The underlying research is in part driven by very
practical applications, such as ship routing, but will also
increase our fundamental understanding of air-ice-sea
interactions at high latitudes. Related activities are for
example coordinated by the Polar Prediction Project
with its flagship Year of Polar Prediction 2017-2019
(www.polarprediction.net, under the auspices of WMO
World Weather Research Programm WWRP), by the
Polar Climate Predictability Initiative (www.climate-
cryosphere.org/wcrp/pcpi, under the auspices of the
WMO World Climate Research Program WCRP), and by
the Sea ice Prediction Network with its Sea ice Outlook
activity (www.arcus.org/sipn).

In this latter activity, various research groups try to
forecast the minimum Arctic sea ice area coverage in
September based on the observed state of the seaice cover
from May onwards. The groups use a variety of methods,
ranging from heuristic methods to seasonal prediction
systems based on coupled climate models. An analysis of
the forecast quality of the various methods has shown a
mixed picture, with no single method giving significantly
better results than any other (Stroeve et al, 2014).

This finding is possibly surprising in that idealised
studies with seasonal prediction systems usually result
in significant prediction skill of many months up to a few
years in advance (Blanchard-Wrigglesworth et al.,, 2016).
In this framework referred to as “perfect model”, a single
model simulation is taken as the “observed truth”, while
additional model simulations with slightly perturbed
initial conditions are used to estimate whether this
“truth” can be forecast.

The striking difference in the forecast quality of such
idealised studies compared to those trying to forecast
the real world might be explicable by three main factors.
First, the forecast skill strongly depends on a proper
knowledge of the initial state of the system. As shown
by Bunzel et al. (2016), the incomplete knowledge of
May sea ice concentration as reflected by the differences
between different satellite data sets can cause differences
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Figure 1: (a) Evolution of modeled and observed Arctic sea ice area in May and July (1979-2016). (b) Modeled Arctic seaice area
in July as a function of observed Arctic sea ice area in May of the same year. (¢) Observed Arctic seaice area in July as a function
of observed Arctic sea ice area in May of the same year. Observations for all panels are based on the Arctic sea ice index (Fetterer
et al., 2002, updated 2016). Model simulations for all panels are based on the first ensemble member of the CMIP5 simulations of

MPI-ESM-LR (Notz et al., 2013).

in forecast mean September Arctic temperature of
several degrees, and in forecast September Arctic sea
ice area of 2 million km?2. The incomplete knowledge of
initial conditions of the sea ice cover arises because the
microwave signature that is usually used to assess ice
concentration reacts sensitively to snow coverage and
melt-pond formation on the ice, for example. Different
algorithms compensate these uncertainties in different
ways, causing substantial differences of the observed
sea ice area. Because of positive feedbacks such as
the ice-albedo feedback, these differences in initial
conditions are substantially amplified during summer
and contribute to the much lower forecast quality of real-
world applications compared to perfect model studies.
Incomplete knowledge of the state of the underlying
ocean certainly also contributes to these uncertainties.

Second, the forecast skill might be negatively affected by
the initial shock and drift in the forecast runs in a real-
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world application. Both are absent in a perfect-model
study, as its forecasts are usually started from a model
state that is perfectly consistent with model physics. In
contrast, the initial state for any simulation starting from
a model state based on observations will usually be more
or less inconsistent with model physics, possibly causing
substantial drift that can quickly compensate for any
added value from the assimilation of observations.

A third factor that might cause the systematically better
forecast skill in idealised model studies relates to possible
model errors in the simulation of the persistence of the
Arctic sea ice cover. Take, for example, the relationship
between Arctic sea ice area in May and Arctic sea ice
area in July during the observational period 1979-2016
(Fig. 1a). The time series of these two months are highly
correlated because of their underlying trend, both in the
observations and in the model simulations.
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However, the detrended time series are only significantly
correlated in the model simulations (Fig. 1b), with the
Pearson rank coefficient of the correlations indicating
a chance of far less than 1 % that these time series are
uncorrelated. In contrast, chances are above 30 % that
there is no significant correlation between the detrended
observed time series of sea ice area in May and the
detrended observed time series of sea ice area in July
(Fig. 1c).

This suggests that at least an idealised study based on
the particular model employed here (MPI-ESM-LR) will
result in an unrealistically large potential forecast skill
of seasonal predictions. We are currently examining
whether this finding also holds for other models, and are
in particular trying to investigate the underlying reasons
for this different behaviour in the model compared to
reality.

Annual variability: The importance of negative
feedbacks

In addition to seasonal forecasts on time scales of a few
months, also forecasts on time scales of a few years
have made some headlines over the past decade. These
headlines were usually related to claims that the Arctic
would lose its remaining summer sea ice within just a few
years. The underlying reasoning of such claims was often
related to a discussion of a possible ’tipping point’ that is
related to the ice-albedo feedback. Given the substantial
loss of Arctic sea ice in the past few years, the ocean
could potentially absorb enough heat to rapidly melt the
remainder of the sea ice cover.

However, our current understanding of the Arctic climate
system strongly suggests that this reasoning is unrealistic.
A first indication for this finding derived from model
experiments in which all Arctic sea ice was synthetically
removed from the Arctic Ocean at the onset of summer,
thus maximising the possible ice-albedo feedback
(Tietsche et al., 2011). Despite such maximised feedback,
the ice cover recovered in these experiments within
just a few years. This is because on annual time scales,
negative feedbacks dominate the evolution of the Arctic
sea ice cover. Three negative feedbacks are particularly
important: First, the open ocean very effectively releases
its heat to the atmosphere during winter, causing a rapid
loss of much of the heat that was accumulated in the ice-
free water during summer. Second, the thin ice that forms
during winter can grow much more rapidly than ice that
survived the summer, because heat can more effectively
be transported from the ocean to the atmosphere when
the ice cover is thin (Bitz and Roe, 2004). Third, as ice
forms later in the season, it will carry a thinner insolating
snow cover as any snow fall occurring before ice
formation simply falls into the open ocean (Notz, 2009).

The effectiveness of these negative feedbacks on an annual
time scale is not only apparent in our model simulations;
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Figure 2: (a) Evolution of modeled and observed Arctic sea
ice area in September (1850-2016). (b) Evolution of ten-year
linear trends of Arctic sea ice area, plotted at the end point
of the ten year averaging period. (¢) Evolution of thirty-year
linear trends of Arctic sea ice area, plotted at the end point
of the thirty year averaging period. (d) Evolution of modeled
and observed Arctic sea ice area in September (1850-2100)
as a function of cumulative anthropogenic CO, emissions.
Observations for all panels are based on the Arctic sea ice
index (Fettereretal., 2002, updated 2016). Model simulations
for all panels are based on the 100 member ensemble of MPI-
ESM-LR.
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the observed time series of Arctic summer sea ice also
carries a clear signature of such mechanisms. A year with
a strong drop in ice coverage during September is usually
followed by an increase in September ice coverage
in the following year. More formally, the time series
shows significant negative autocorrelation (Notz and
Marotzke, 2012). Ifindeed the ice albedo feedback was as
effective on annual time scales as implied by statements
supporting the entire loss of Arctic summer sea ice
within this decade, one would certainly expect that any
year with a strong drop in ice coverage would be followed
by a year with yet another drop. This is found neither in
the observational record, nor in model simulation. This
underpins the dominance of negative feedbacks, which
stabilize the Arctic ice cover and prevent a possible
“tipping point”.

Decadal variability: The importance of internal
variability

Internal climate variability not only governs a substantial
part of the sea ice evolution on seasonal-to-interannual
time scales as discussed above, but also affects the longer
term trends of sea ice (Swart et al., 2015; Notz, 2015). To
exemplify this, large ensembles of simulations of coupled
Earth System Models are particularly helpful (Swart et
al, 2015). At the Max-Planck-Institute for Meteorolgy,
we have recently finished a 100 member large ensemble
of simulations with our Earth System Model MPI-ESM-
LR for the historical period, and for two possible future
emission scenarios, RCP2.6 and RCP4.5. In comparing
the simulated Area sea ice area during September with
the observational record 1979-2016, we find that
the observed sea ice area is at the upper edge of the
ensemble spread during the earlier years of the record,
and approaches the mean of the ensemble in the more
recent past (Fig. 2a).

Ten-year long trends within the observational record
have consistenly been negative with values ranging from
a mean loss of 23 000 km? per year during the period
1990-1999 to a mean loss of 180 000 km? during the
period 2003-2012 (black line in Fig. 2b). This latter
period includes the two record minima that have been
observed in 2007 and 2012. For the most recent period
2007-2016, the average ice loss has been around
50 000 km? per year. All these numbers are well within
the range simulated by individual ensemble members
of MPI-ESM-LR, which show over ten year-long
periods a sea ice evolution ranging from a mean loss of
around 200 000 km? per year to a mean gain of around
100 000 km? per year (shaded range in Fig. 2b). In
particular, it is noteworthy that the mean ten-year long
trends for the first 20 years of the satellite record and for
the most recent past are very close to the mean trend of
the 100 member ensemble, including a slowdown of the
ice loss during the 1990s and an accelaration during the
early 2000s. This agreement during substantial periods
of the record suggests that the rather sudden drop in
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observed sea ice area that occured in the year 2007 has
been an extreme event compatible with internal climate
variability and therefore cannot directly be compared
to the ensemble mean across several models or to the
ensemble mean across multiple simulations with one
model. If this characterisation of this sea ice loss as an
extreme event was correct, any realistic climate model
should on average simulate a slower ice loss than has
been observed (see also Notz (2015) for a detailed
discussion).

Regarding the future evolution of sea ice, the model
simulations with MPI-ESM-LR suggest a similar range of
possible ten year trends than over the past few decades.
Hence, in extreme cases and providing the hypothesis
that the level of internal climate variability simulated is
correct, the sea ice cover might in the future potentially
once again lose ice as fast as during the first decade of
this century, or, in contrast, gain an average of 100 000
km? per year for a decade despite the ongoing global
warming (see also Swart et al.,, 2015).

In order to more confidently predict the near-term
evolution of Arctic sea ice, the underlying reasons for
internal variability must be understood better. A number
of recent studies point in particular to the impact of
oceanic heat transport into the Arctic for driving low-
frequency variability of the ice cover, including a possible
contribution to the recent acceleration of sea ice loss
(e.g., Arthun et al, 2012). These studies emphasize
that a scenario with a much slower sea ice loss for the
next decade is plausible if oceanic heat transport were
to weaken (Zhang, 2015; Yeager et al., 2015). Such
weakening of the oceanic heat transport would not
only affect the sea ice cover itself, but also its future
predictability on seasonal time scales (Germe et al,
2014). This then directly links the challenge of decadal
forecasting of sea ice to that of its seasonal forecasting as
described in the previous section.

Long-term changes: The importance of the external
forcing

On longer time scales, internal variabililty also remains
a substantial contributor to the evolution of Arctic sea
ice area. The 100 member simulations suggest a possible
spread in observed September sea ice area of around 2
million km? for any given year (Fig. 2a). In terms of trends,
even long-term trends over 30 years show substantial
variability (Fig. 2c). For example, the model suggests that
over the past 30 years, sea ice area in the Arctic could
have remained roughly constant or could have decreased
roughly as quickly as observed. This large spread in 30-
year long trends again suggests that using these trends
as metrics for the purpose of model evaluation can be
misleading (Notz, 2015), in particular if the observed
evolution of Arctic sea ice corresponds to a possible
extreme event.
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Despite the large impact of internal variability, the
dominant role of external forcing in the observed
evolution of Arctic sea ice is clear (Notz and Marotzke,
2012). The weight of the external forcing becomes
particularly apparent if one examines the average
evolution of Arctic sea ice coverage in the 100 member
ensemble as a function of cumulative anthropogenic CO,
emissions (Fig. 2d). The long-term evolution of the sea
ice cover directly follows the cumulative emissions. In
particular, there is no clear difference in mean sea ice
coverage between RCP 2.6 and RCP 4.5 for any given
cumulative CO, emission.

We have recently been able to explain this relationship,
which is largely based on the fact that the position of
the outer edge of the sea ice cover is determined by the
net local energy balance (Notz and Stroeve, 2016). Any
rise in atmospheric CO, concentration increases the
incoming longwave radiation at the ice edge, causing the
latter to move northward to a region with less incoming
shortwave radiation. For geometric reasons, these
combined processes lead to a roughly linear relationship
between Arctic sea ice loss and anthropogenic CO,
emissions in the obervational record and in all CMIP5
model simulations. In the obervations, about 3 m? of sea
ice are lost per ton of CO, emissions, while the models on
average only simulate an ice loss of 1.7 m? per ton of CO,
emissions.

The fact that the relationship between cumulative CO,
emissions and Arctic sea ice area is roughly linear strongly
suggests a dominating role of the CO, emissions for the
evolution of sea ice area. However, other external drivers
are also apparent, in particular in the mean across all
simulations of our 100-member ensemble. Most striking
are temporary increases in Arctic sea ice area following
large volcanic eruptions during the historical period, most
recently in 1991 after the Pinatubo eruption, in 1982 after
the eruption of El Chichon and in 1963 after the eruption
of Mount Agung (compare also Zanchettin et al., 2014).
Because of the large internal variability and the relatively
short-lived response, these eruptions are impossible
to identify in the temporal evolution of individual
simulations nor the observational record, but they
apparently have contributed to a synthetic improvement
of CMIP5 sea ice simulations relative to CMIP3 sea
ice simulations (Rosenblum and Eisenman, 2016).

Conclusions

This short overview presents some recent work on the

variability and long-term evolution of Arctic sea ice area.

For space constraints, the focus was only on September

sea ice coverage as this is the month with the strongest

observed trends. The discussion can be summarized as

follows:

e On seasonal time scales, atmospheric internal
variability and its imprint on sea ice renders skillful
predictions of September sea ice coverage more than
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two months in advance inherently difficult.

¢ On annual time scales, negative feedbacks stabilize
the sea ice cover. There is no “tipping point” beyond
which the loss of the remaining summer sea ice
becomes unstoppable

¢ On decadal time scales, internal climate variability
can cause a substantial acceleration or temporary
recovery of the sea ice cover that renders the
evaluation of individual model simulations based on
their short-term trends impossible.

¢ On longer time scales, internal variability causes a
substantial spread in possible 30-year long trends
supporting for the production of large model
ensembles. Nevertheless, the impact of anthropognic
forcing on the long-term sea ice evolution is clear,
with an average loss of 3 m? of September sea ice
cover per metric ton of anthropogenic CO, emission.
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Introduction

The Earth’s energy balance represents a nexus between
radiative forcings which set the trajectory of climate
change and feedbacks which determine the nature and
magnitude of the response. Yet entwined within the
observed decadal variability and trends are complex,
unforced interactions within the climate system. The
energy and water cycles are intimately linked and
observed precipitation changes contain signals from
unforced fluctuations as well as rapid adjustments
to radiative forcing and responses to the longer-term
heating or cooling; this is mediated by the oceans which
dominate the effective heat capacity of the climate
system. It is essential to monitor key indicators of climate
including the evolving energy budget to interpret global
change in the context of intrinsic multidecadal variability.

Fig. 1 displays variability and change in global-mean
surface temperature, atmospheric moisture, precipitation
and the top of atmosphere energy balance over the period
1979-2016. This includes a mixture of observationally-
based estimates combined with the European Centre
for Medium-range Weather Forecasts (ECMWF) interim
reanalysis (ERAI) (Dee et al, 2011), which continually
adjusts a numerical model by applying data assimilation
to an evolving and diverse set of global observations. Also
shown are atmosphere-only “AMIP” experiments from
phase 5 of the Coupled Model Intercomparison Project
(CMIP5) (Taylor et al, 2011) which apply realistic
radiative forcing and observed surface temperature and
sea ice distributions over the 1979-2008 period (an
ensemble mean with a one standard deviation spread
across models are displayed). The surface temperature,
water vapor and precipitation variability depicted in Fig.
la-c update Allan et al. (2014a) while Fig. 1d exploits top
of atmosphere energy budget estimates from Allan et al.
(2014b).

Considering deseasonalised monthly surface temperature
(Ts) anomalies from HadCRUTv4.5 (Morice et al,
2012), the globe has warmed at 0.16 K/decade when
considering the period 1988-2015 chosen to coincide
with the introduction of the special sensor microwave
imager (SSM/I) series of satellite instruments in 1987.
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This trend is punctuated by episodic warm El Nifio events
(e.g. 1997/98, 2015/16) and cool La Nifia episodes (e.g
1999, 2011) which alter global monthly mean surface
temperaturebyuptoaround 0.2-0.3 K. Atlongertimescale,
increased La Nifia frequency linked to multi-decadal
strengthening of the Walker circulation (LHeureux et al.,
2013) suppressed decadal surface warming rates during
2000-2010 (Xie & Kosaka, 2017). The opposite was
observed during 1980-1990 characterized by recurrent
and strong El Nino events, which boosted the warming
trend. The Ts anomalies are well represented by AMIP
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Figure 1: Deseasonalised monthly anomalies with respect
to 1995-2000 in global mean (a) surface temperature, (b)
column integrated or surface water vapor, (c) precipitation
and (d) top of atmosphere net radiation for a combination
of satellite and surface observationally-based estimates,
atmosphere-only climate models using prescribed observed
sea surface temperature and sea ice (AMIP) and a the ERAI
reanalysis over the period 1979-2016 (3 month smoothing is
applied).
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simulations (which prescribe observed sea surface
temperatures while land Ts is explicitly simulated) and
ERAI (which also prescribes ocean surface temperature
but land Ts is somewhat constrained by observations
through data assimilation). ERAI anomalies up to 0.2 K
higher than HadCRUT4 in late 2016 are likely due in part
to the lack of interpolation of observed values over the
Arctic (Cowtan and Way, 2014).

Atmospheric column integrated water vapour closely
tracks the temperature changes, as expected from the
strong temperature dependence of saturation vapor
pressure determined by the Clausius Clapeyron equation,
and there is broad agreement between the range of
surface in situ observations, satellite-based datasets and
AMIP simulations. The satellite estimates sample the ice-
free ocean (a combination of microwave measurements
taken from the FO08/F11/F13/F17 series of Defence
Meteorological Satellite Program satellites; Wentz,
2013) and are here combined with ERAI over remaining
regions: these indicate a moistening of 1.2 %/decade for
1988-2015; interestingly this trend is only marginally
suppressed (by about -0.2 %/decade) during the 2000-
2012 period of slower surface warming.

The resultant additional water vapor continuum
absorption in the more transparent window regions of
the infrared spectrum cause a reduction in surface loss
of clear-sky longwave radiation of ~1.4 Wm per mm of
precipitable water vapor (Allan, 2009) which translates
to reduced clear-sky surface net longwave radiative loss
of ~0.4 Wm? per decade, consistent with more detailed
modelling estimates (Wild et al, 2008). Enhanced
absorption of sunlight by the increasing water vapor
additionally reduces net radiative energy loss by the
atmosphere and contributes to solar “dimming” at the
surface (Haywood et al.,, 2011).

Observed global mean column integrated moisture
increases with Ts at 7.220.4 %/K based on linear
regression (r = 0.87), in agreement with the combination
of Ts and moisture trends. This is consistent with simple
thermodynamics which strongly determine global low
altitude water vapor although variability and change over
land appears less constrained (Simmons et al. 2010).
Climate model AMIP simulations capture the SSM/I-
based variability and earlier Scanning Multi-channel
Microwave Radiometer (SMMR)-based microwave
estimates while ERAI anomalies are in close agreement
after the 1991-1993 period during which an unrealistic
drop in global ocean moisture affects the reanalysis.
There is a remarkable agreement in interannual
variability between independent HadCRUH surface
specific humidity observations (Willett et al., 2008)
and the satellite-based estimates of column integrated
moisture, with a consistent increasing trend over the
coinciding 1988-2004 period (Allan et al., 2014a).
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Low altitude moisture provides the fuel for rainfall
events (Trenberth et al.,, 2003) yet global precipitation
is determined by atmospheric energy balance, primarily
attributable to net radiative energy loss (Allen and
Ingram, 2002; O’Gorman et al, 2012). Given these
global driving factors, combined with the heterogeneous
distribution of precipitation and associated measurement
limitations, it is no surprise that variability and trends in
global precipitation (Fig. 1c) contrast markedly to that
of water vapor and temperature (Fig. 1a-b). Global mean
precipitation from the Global Precipitation Climatology
Project (GPCP v2.3; Adler et al., 2017), a combination of
satellite-based and land surface gauge-based estimates,
appears to display greater month to month variability
compared to longer time-scale changes than temperature
or water vapor; co-variability with these variables and
similarity to AMIP5 simulations appears less coherent
(Fig. 1c) with barely significant global precipitation
trends during 1988-2015 (0.3 %/decade; r=0.19) and
no significant trend during the period of slower surface
warming 2000-2012, consistent with understanding
of radiative forcing and precipitation response (Allan
et al., 2014a; Saltzmann, 2016). It is reassuring but no
surprise that SSM/I-based estimates agree with GPCP
since SSM/I data over the ice-free ocean is used in the
generation of GPCP estimates while over other regions
data is identical in this merged estimate. However, the
changing observing system seriously compromises
the global precipitation variability depicted by ERAI
as previously reported (Dee et al, 2011; Allan et al,
2014a). Interannual coupling of GPCP precipitation with
HadCRUT Ts over this period is 3.0+0.7 %/K (r=0.37),
consistent with estimates of temperature dependent
precipitation sensitivity (Andrews et al., 2010; Myhre et
al,, 2017). Global precipitation increases with global Ts
primarily due to the enhanced radiative loss for higher
surface and atmospheric temperatures, set by the
thermodynamics of the coupled system (Roderick et al.
2014; Myhre et al., 2017) although this is tempered by the
additional absorption of sunlight by higher water vapor
loadings (Allan 2009) and modified by sensible heat
flux changes. However, apparent short-term increases of
2-3% in global precipitation during warm EI Nifio events
(e.g. 2010 and 2016) coincide with increases in Ts of
just 0.2-0.3 K, a much greater precipitation sensitivity
than anticipated from energy budget considerations and
indicative of a subtler influence of spatial reorganisation
of circulation systems and energy in the climate system.

Variability in net downward top of atmosphere radiation
imbalance by satellites are generally well captured by
the AMIP5 simulations (Allan et al.,, 2014b) indicating
that radiative forcing and feedback response are well
simulated when realistic ocean surface temperature
is prescribed. ERAI also captures month to month
variability in the radiation budget remarkably well given
that cloud cover, which dominates these fluctuations, is
not directly assimilated. However, decadal variability
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and trends are unrealistic and the reanalysis does not
represent volcanic radiative forcing as evident from
the lack of response to the 1991 Pinatubo eruption.
Variability is dominated by cooling following the Pinatubo
volcanic eruption in 1991 (up to -3 Wm caused by the
reflective volcanic aerosol haze in the stratosphere) and
El Nifio events in which a warmer atmosphere loses more
energy to space through infrared emission. This reduced
energy uptake is of order 1 Wm although an increase
in energy uptake of about 0.2 Wm2 can occur as El Nifio
builds (Johnson and Birnbaum, 2017) and substantial
reorganisation of energy in the upper 400m of the ocean
occurs (Roemmich et al, 2015). Recent estimates of
net radiative imbalance at the top of the atmosphere of
0.6-0.8 Wm-2 for 2005-2015 (Johnson et al., 2016) are
primarily determined by ocean heat content changes
measured by Argo buoys; thisand additional observations
and assumptions are applied in anchoring the satellite
records (Loeb et al., 2012) which themselves provide
excellent representation of interannual variability and
decadal trends. The net imbalance is remarkably stable
over time with trends of just 0.02+0.01 Wm per decade
over the period 1988-2015, substantially smaller than
the expected uncertainty. This stability indicates no
hiatus in anthropogenic radiative forcing despite slower
global surface warming at the beginning of the 21st
century (Xie & Kosaka, 2017) although there is intriguing
evidence of distinct global energy budget response to Ts
that influences interannual fluctuations, internal decadal
variability and long-term climate response (Brown et al.,
2014; Xie et al., 2015).

Ongoing monitoring of Earth’s energy budget and other
key climate indicators combining a range of observations,
reanalyses and model simulations is valuable for (i)
detecting unrealistic behaviour in observing systems, (ii)
identifying unusual or significant climate fluctuations
and trends and (iii) improving understanding of physical
processes and feedbacks. Isolating internally generated
interannual to decadal variability from longer term
climate responses is essential for interpreting changes
in the global water cycle (Gu et al, 2016; Sukhatme
and Venugopal, 2017) and the fundamental driving
factors involving Earth’s energy balance (Palmer and
McNeall, 2014; Trenbeth et al., 2016). This variability can
potentially be exploited in elucidating regional feedbacks
on internal decadal variability (Brown et al., 2014; Zhou
et al,, 2016; Xie et al,, 2015) as well as in advancing
understanding of how the spatial nature of climate
change influences how sensitive the global climate is to
radiative forcings (Gregory and Andrews, 2016). The
regional manifestation of changes in the energy budget
and water cycle have been identified globally (Myhre et
al, 2017; Bony et al,, 2013) and at hemispheric (Hwang
et al,, 2013; Loeb et al,, 2016; Stephens et al., 2017) to
continental scales (Bollasinaetal., 2011; Dongand Sutton,
2015). Applying a regional energy budget perspective is
informative in understanding these water cycle responses
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(Muller and O’Gorman, 2011) and for tracking energy
within the climate system: combining satellite radiation
budget measurements with reanalysis energy transports
to estimate surface fluxes can be used to identify regional
decadal patterns of ocean heating (Liu et al., 2017) and
potentially constrain ocean energy transports (Trenberth
and Fasullo, 2017) and their changes from one decade
to the next. These advances take observing systems and
climate models to their limits (Desbruyeres et al., 2016;
Palmer, 2017; Wild, 2017). To further constrain long-term
regional climate change responses to radiative forcings
it is necessary to disentangle the distinct energy budget
responses and feedbacks influencing internal decadal
variability of the climate system.
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Volcanic forcing and climate

Strong volcanic eruptions inject into the stratosphere
massive amounts of chemically and microphysically
active gases that lead to the formation of aerosol
particles, affecting the Earth’s radiative balance and
climate (Robock, 2000; Timmreck, 2012; LeGrande et al,,
2016). Sulfate aerosol particles scatter solar radiation
back to space, which results in global surface cooling and
slowdown of the global hydrological cycle. The particles
also absorb radiation in the infrared and near-infrared
bands, causing local warming of the lower stratosphere.
Both direct radiative forcing effects are temporary, their
time scale being set by the persistence of the volcanic
aerosol cloud in the lower stratosphere. This amounts
to a couple of years in the case of the strongest recent
tropical eruptions, such as the 1815 eruption of Mt
Tambora in Indonesia (Fig. 1a). However, the climatic
impact of strong volcanic eruptions can last well beyond
the timescale of the direct radiative perturbation through
the dynamic alterations it induces in the entire coupled
climate system. These include “feedbacks” in their
classic definition of amplification and dampening loops
related to changes in climatic variables that operate
through changes in global-mean surface temperature
(Boucher et al., 2013). For instance, the so-called “polar
amplification” of climate signals - mainly a consequence
of positive feedbacks involving snow cover and sea ice -
provides one element of inter-hemispheric asymmetry
to the decadal climate response to volcanic eruptions
through global radiative cooling (Zanchettin et al., 2014).
Dynamical impacts further stem from the spatially
heterogeneous structure of volcanic forcing. In the case
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of tropical eruptions, for which the bulk of the volcanic
aerosol cloud remains largely constrained in the tropical
stratosphere, simple theoretical arguments indicate that
the aerosol radiative heating enhances the upper-level
equator-to-pole temperature gradients that, by thermal
wind balance, can force a strengthened stratospheric
polar vortex in both hemispheres, as diagnosed from
climate models (e.g., Stenchikov et al., 2002; Zanchettin
et al, 2014). The consequent downward penetration
of the westerly wind anomalies at the edge of the polar
vortex and their interaction with topography provide
further elements of a top-down atmospheric mechanism
of volcanic forcing. In the Northern Hemisphere, its
tropospheric effects during the first post-eruption winter
typically project on a positive anomaly of the North
Atlantic Oscillation/Arctic Oscillation (NAO/AO) and
associated continental warming (Stenchikov et al., 2006;
Graf et al., 2014; Zambri and Robock, 2016). This is a key
component of a major recognized general pathway of
volcanically-forced decadal climate signals (Ottera et al.,
2010; Zanchettin et al., 2012).

Specifically, the NAO-related post-eruption modifications
to the wind field modify the circulation in the upper
North Atlantic Ocean and locally enhance oceanic
convective mixing through anomalous turbulent heat
and freshwater fluxes. These superpose on the extensive
buoyancy effects of the post-eruption radiative cooling,
leading to strengthened deep water formation. The slow
propagation of so-formed water masses in the ocean
abyss is expected to protract the fast oceanic response
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Figure 1: Simulated global-average top-of-atmosphere net
radiative anomalies (a: 3-month smoothing) and simulated
Arctic sea ice cover evolution (b: 61-month smoothing)
around the 1815 Tambora eruption in three climate simulation
ensembles with the ECHAM5/MPIOM coupled climate model,
differing in the ensemble-mean initial state and in the applied
forcing. Dark green: full-forcing conditions (including the
Dalton Minimum of solar activity); Red: volcanic forcing-only
conditions, including both the 1809 and 1815 eruptions; Blue:
volcanic forcing-only conditions, without the 1809 eruption.
Lines (shading): mean (1-o standard error of the mean).
Black dashed lines: 5"-95" percentile intervals for signal
occurrence in the control run. Vertical dotted lines indicate
the 1809 and Tambora eruptions. Each ensemble consists
of 10 simulations differing in the initial state. Note that the
Arctic sea ice response is significantly different in the three
ensembleswhereas the applied forcing, interms of anomalous
top-of-atmosphere net flux, is practically indistinguishable.
For details see: Zanchettin et al. (2013a).

to decadal time scales through the tendency for
reinvigoration of the oceanic meridional overturning
circulation that culminates several years - up to a decade
or so - after major eruptions, as diagnosed from models.
Implications for meridional ocean heat transports and
sea ice dynamics contribute to regional characterization
of the signal, and hence to recognizable traces of volcanic
signals especially in extratropical and polar regional
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climates (Zanchettin et al.,, 2012, 2013b; Sicre et al,,
2013). Lacking further external excitation (e.g., by a
successive eruption), negative feedbacks eventually
become predominant and the near-surface system
relaxes back to the mean pre-eruption state as part of
a roughly bi-decadal fluctuation. The feedback loop
thus sets the phase of internal modes of interdecadal
climate variability (Ottera et al., 2010), whose effects
can be protracted, with dampening intensity, beyond one
fluctuation (Swingedouw et al., 2015). In the latter case,
deep ocean anomalies may remain significant for much
longer (Gleckler et al.,, 2006; Gregory, 2010). A similar
interdecadal general oceanic response is also found
for high-latitude eruptions, for which it is the direct
radiative surface cooling at subpolar latitudes linked
to the confinement of the volcanic aerosol cloud to the
eruption’s hemisphere that typically leads to enhanced
oceanic deep convection (Fig. 2, see also Pausata et al,,
2015).

Knowledge gaps

The general framework outlined above is useful to
identify the core dynamics involved in post-eruption
decadal climate variability. However, several caveats
must be taken into consideration. Above of all, direct
observations of strong volcanic eruptions are very few
- only five in the instrumental period - which does not
allow robust statistics of their climate impact, and hence
attribution. Therefore, large part of our knowledge
builds on climate model simulations and proxy-based
climate reconstructions, both of which have large
uncertainties and deficiencies (e.g., Zanchettin, 2017).
Incessant improvement in both tools brings old evidence
back into the discussion. For instance, the mechanisms
leading to a preferred enhanced stratospheric polar
vortex in post-eruption winters have been questioned by
recent studies suggesting that the mechanism based on
the thermal wind balance and outlined above does not
always hold (e.g., Bittner et al., 2016), possibly as the
zonal wind response to direct aerosol radiative heating
may be dominated by other effects, such as the residual
circulation response to anomalous wave activity (Toohey
et al, 2014). Accordingly, obvious implications for the
polar vortex response stem from the tropical Pacific, a
known critical source of tropospheric wave disturbances
affecting stratospheric dynamics (e.g., Graf et al.,, 2014).
Instrumental observations and climate proxy-based
reconstructions indicate that volcanic eruptions tend to
be followed by an El Nifio event. A newly discovered causal
mechanism is initiated by cooling over Africa (the largest
tropical landmass), which reduces precipitation and
forces an atmospheric Kelvin wave response that couples
with western Pacific convection to trigger westerly wind
anomalies and a Pacific El Nifio. While modulated by
the seasonal cycle of convection, the effect of volcanism
onwind forcing over the Pacific persists during the year
after the eruption, implying that the Pacific El Nifio-like
response involves more external forcing than traditional,
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Figure 2: Decadal oceanic response to a high-latitude
eruption resembling the multistage 1783 eruption of Laki
(Iceland) simulate by the NorESM coupled climate model.
a) Changes in the strength of the Atlantic Meridional
Overturning Circulation (AMOC) estimated as the maximum
of the zonally-integrated overturning stream function in the
Atlantic. b) Changes in Ocean Heat Content (OHC) averaged
from the surface to selected depths for the global ocean. In
both panels the solid lines denote the ensemble average
changes and shadings represent the confidence intervals at
approximate 95% level (twice the standard error of the mean)
of the difference in all pairs of experiments that comprise the
ensembles. The ensemble consists of 10 simulations differing
for the initial state. Anomalies are calculated with respect to a
control simulation. The figure has been adapted from Pausata
etal. (2015).

internally generated events (Khodrietal.,2017). However,
there are stratospheric (e.g., Scaife et al, 2009) and
tropospheric (e.g., Graf and Zanchettin, 2012) pathways
of El Nifio forcing on the atmospheric circulation over
the North Atlantic that project on a negative NAO; this
would counteract the NAO+ tendency above described.
In addition, sampling issues in simulation ensembles
(Lehner et al, 2016) and uncertainty linked to the
eruption’s season (Stevenson et al., 2017) are recently
proposed explanations for reconstructions-simulations
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discrepancies in the estimated post-eruption cooling.
This outlines the complexity of competing influences on
the top-down mechanism of volcanic forcing, hence on
the post-eruption positive NAO anomaly for moderate
or small tropical eruptions, whose uncertainty cascades
on the decadal oceanic response. Ocean dynamics
simulated by coupled models are another major source
of uncertainty to be understood considering the different
time scales of simulated oceanic responses (Ottera et
al, 2010; Mignot et al,, 2011; Zanchettin et al.,, 2012).
Furthermore, the fact that a climate model spontaneously
generates bi-decadal variability in the overturning
circulation strength seems to determine its excitability
to the general response mechanism outlined above
(Swingedouw et al., 2015).

Inherent sources of uncertainty

The climatic response to a given volcanic eruption is
highly specific. First, the general response mechanism
strongly depends on the characteristics of the forcing.
An obvious determinant factor is the magnitude of the
eruption, whose potential control can be, for instance,
estimated looking atthe seaice response. Foravery strong
eruption, polar amplification of the global cooling signal
may lead sea ice to cover regions of strong oceanic deep
convection, thereby hampering deep water formation
through insulation of the ocean-atmosphere boundary.
Associated increased freshwater export from the Arctic
also contributes to stabilize the ocean water column.
These will lead ultimately to a tendency for weakening
- instead of strengthening - of the thermohaline
circulation (e.g., Zhong et al,, 2010; Mignot et al,, 2011).
Second, the way the volcanic aerosol cloud distributes in
the stratosphere influences both the direct radiative and
dynamic atmospheric responses (e.g., Toohey et al., 2014;
Colose etal., 2016). In this regard, the latitudinal position
of the erupting volcano is an obvious determinant factor,
but similar uncertainty on the spatial structure of the
volcanic aerosol cloud can be originated by the season of
the eruption (Stevenson et al., 2017).

A milestone in our understanding of volcanically forced
decadal climate variability was the recent recognition
that the mean climate state, the phase and amplitude of
ongoing internal variability at the time of an eruption,
such as that associated with major climatic modes
including, e.g., El Nifio Southern Oscillation (ENSO) or
the Quasi-Biennial Oscillation (QBO), and the presence
of additional forcing factors crucially determine how the
climate system responds to the volcanic forcing (Zhong
et al.,, 2010; Zanchettin et al., 2012, 2013a; Berdahl and
Robock, 2013; Swingedouw et al., 2015; Pausata et al,,
2016). Fig. 1 (after Zanchettin et al.,, 2013a) shows the
role of background conditions for the case of Arctic sea
ice response to the 1815 Tambora eruption simulated in
three ensembles in which the volcanic forcing is the same
but background climate state and histories are different.
Results show that a significant increase in Arctic sea
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ice cover is consistently diagnosed after the eruption in
all ensembles but the average anomalies differ in both
magnitude and duration. The inter-ensemble differences
in the Arctic sea ice response reflect substantial
differences in the decadal feedback mechanisms activated
in the coupled atmosphere-ocean-sea-ice system after
the eruption.

This dependency on the background climate state can
partly explain the different, often contrasting, results
found for simulated and reconstructed post-eruption
decadal variability from different volcanic eruptions
(Zanchettin et al.,, 2013a,b). This concept also allows
understanding how the timing between subsequent
volcanic eruptions can deterministically influence the
response in the case of a volcanic cluster. Specifically,
if two eruptions are roughly paced at one period of the
above-mentioned decadal mechanism (roughly two
decades), they will interfere constructively, as they will
occur around the same phase of internal modes of oceanic
variability. In contrast, if they are paced at half the period
of the mechanism (a decade or so), they will interfere
destructively (Swingedouw etal., 2015). Intriguingly, both
cases apply to the most recent strong volcanic eruptions:
Agung in 1963 and El Chichén in 1982 are paced at
roughly two decades (constructive interference), while El
Chichén and Pinatubo in 1991 were paced at roughly one
decade (destructive interference). This finding widens
margins for long-term predictability of decadal climate
impacts by strong volcanic eruptions.

Opportunities for progress

A series of research initiatives are currently contributing
to building the scientific basis for reaching such an
ambitious objective by filling major gaps of understanding.
A first goal of current research is robust characterization,
by means of climate models with interactive stratospheric
aerosols, of the forcing generated by a given eruption
based on the estimated amount of gaseous sulphur
species it injects in the stratosphere. The WCRP/SPARC
Stratospheric Sulfur and its Role in Climate (SSiRC)
initiative (http://sparc-ssirc.org/ssirc.html, Timmreck
et al, 2016b) coordinates the international activities
on stratospheric aerosol research aiming at better
understanding and hence modeling of the stratospheric
aerosol layers and their controls. SSiRC will help study
why the characterization of the volcanic aerosol cloud and
the radiative forcing generated by state-of-the-art global
aerosol models for a certain sulphur injection remain
highly uncertain (e.g., SPARC, 2006; Zanchettin et al,,
2016).Focuswillbe in particular on model inconsistencies
related to the treatment of aerosol microphysics and
climate physical processes, such as stratospheric
circulation and stratosphere-troposphere coupling.

In addition, unpredictability of timing and magnitude

of volcanic eruptions is a major source of uncertainty
and the climate community should be prepared for such
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an eventuality. Therefore, a new SSiRC initiative called
VolRes ("Volcano Response Plan after the next major
eruption") has been launched aiming at developing a
scientific plan to prepare observational and modelling
tools and strategies to be readily applied for the next
major volcanic eruption. Characterization of the potential
climatic impact of an eruption in the more distant future
(such as envisaged for end-of-the-century warming
scenarios) bears additional uncertainties related to the
dependence of dynamics of the eruption plume on the
atmospheric stratification and tropopause height, in turn
subjectto global temperature changes (Aubryetal., 2016).

Finally, the “Model Intercomparison Project on the
climatic response to Volcanic forcing” (VolMIP)
(Zanchettin et al., 2016) has been created as part of the
Coupled Model Intercomparison Project phase 6 (CMIP6),
to define a coordinated protocol for idealized volcanic-
perturbation experiments to improve comparability of
results across different climate models. Interest is on
various aspects of volcanically-forced climate variability,
with specific sets of experiments designed to investigate
both the seasonal-to-interannual atmospheric response
and the interannual-to-decadal response of the coupled
ocean-atmosphere-sea-ice system. Through systematic
and consistent (across the different models) sampling of
internal variability (e.g., ENSO, QBO), VolMIP will allow
the identification of robust response mechanisms to
volcanic forcing or explain the lack thereof.

VolMIP will also foster investigation of simulated
Southern Hemispheric responses to volcanic forcing,
currently an overlooked topic due to the known severe
climate model biases in the Southern Hemisphere (e.g.,
Simpson et al,, 2012; Salleé et al.,, 2013; Turner et al.,
2013). More generally, if volcanically-forced decadal
climate variability can be understood through the
excitation by volcanic forcing of internal modes of climate
variability, confidence must be built on the accurate and
robust simulation of such modes. Current climate models,
however, have difficulties in reproducing the observed
spatial pattern, time scales and teleconnections of
dominantmodes suchas ENSO (e.g., Zouetal., 2014) or the
Atlantic Multidecadal Oscillation (Kavvada et al., 2013).

Only a few studies specifically focused on the quantitative
assessment of volcanic forcing impacts on decadal climate
predictions and potential predictability (Collins, 2003;
Shiogama et al,, 2010; Timmreck et al., 2016a). Overall,
in the presence of strong natural climate variability on
the one hand and because of different magnitude and
frequency of volcanic eruptions on the other hand, it
is difficult to assess the potential predictability from
volcanoes of regional climates. Improvements of decadal
climate prediction systems concerning implementationof
volcanic forcing (e.g., LeGrande et al., 2016) and bias
estimation and correction (e.g., Hawkins et al., 2014)
are milestones toward robust prediction of volcanically-

CLIVAR Exchanges No. 72, June 2017 28



forced decadal climate variability. Along this long-term
goal, within CMIP6, a joint decadal climate prediction
experiment between VolMIP and the Decadal Climate
Prediction Panel (Boer et al.,, 2016) will be conducted
to address the climatic implications if a Pinatubo-like
eruption would have occurred in 2015.

In conclusion, there is emerging evidence that volcanic
forcing can significantly affect decadal climate variability
through mechanisms that are increasingly better
understood. Milestones on the road toward robust
prediction of volcanically-forced decadal variability
include improved understanding and implementation
of aerosol forcing in decadal prediction systems and
improved simulated representation and estimation of
internal decadal climate variability.

References

Aubry, T. ], A. M. Jellinek, W. Degruyter, C. Bonadonna,
V. Radi¢, M. Clyne, A. Quainoo, 2016: Impact of global
warming on the rise of volcanic plumes and implications
for future volcanic aerosol forcing, ]. Geophys. Res. Atmos.
121, 13,326-13,351, doi:10.1002/2016]D025405

Berdahl, M., and A. Robock, 2013: Northern Hemispheric
cryosphere response to volcanic eruptions in the
Paleoclimate Modeling Intercomparison Project 3 last
millennium simulations, ]. Geophys. Res. Atmos., 118,
12,359-12,370, doi:10.1002/2013]JD019914

Boucher, 0., D. Randall, P. Artaxo, C. Bretherton, G.
Feingold, P. Forster, V.-M. Kerminen, Y. Kondo, H. Liao, U.
Lohmann, P. Rasch, S.K. Satheesh, S. Sherwood, B. Stevens
and X.Y. Zhang, 2013: Clouds and Aerosols. In: Climate
Change 2013: The Physical Science Basis. Contribution of
Working Group I to the Fifth Assessment Report of the
Intergovernmental Panel on Climate Change [Stocker, T.F,
D. Qin, G.-K. Plattner, M. Tignor, S.K. Allen, J. Boschung, A.
Nauels, Y. Xia, V. Bex and P.M. Midgley (eds.)], Cambridge
University Press, Cambridge, United Kingdom and New
York, NY, USA

Boer, G. ], D. M. Smith, C. Cassou, F. Doblas-Reyes, G.
Danabasoglu, B. Kirtman, Y. Kushnir, M. Kimoto, G. A.
Meehl, R. Msadek, W. A. Mueller, K. E. Taylor, F. Zwiers,
M. Rixen, Y. Ruprich-Robert, and R. Eade, 2016: The
Decadal Climate Prediction Project (DCPP) contribution
to CMIP6, Geosci. Model Dev,, 9,3751-3777,d0i:10.5194/
gmd-9-3751-2016

Bittner, M., H. Schmidt, C. Timmreck, and F. Sienz, 2016:
Using a large ensemble of simulations to assess the
Northern Hemisphere stratospheric dynamical response

to tropical volcanic eruptions and its uncertainty,
Geophys. Res. Lett., 43(17), 9324-9332.

Collins, M., 2003: Predictions of climate following volcanic
eruptions, In: Robock A., Oppenheimer C. (eds) Volcanism

29 CLIVAR Exchanges No. 72, June 2017

andtheEarth’satmosphere, Washington,DC:AGU;283-300

Colose, C.M., A. N. LeGrande, A.N., and M. Vuille, 2016:
Hemispherically asymmetric volcanic forcing of tropical
hydroclimate during the last millennium, Earth Sys. Dyn.,
7(3): 681-696, d0i:10.5194 /esd-7-681-2016

Gleckler, P.]., K. AchutaRao, J. M. Gregory, B. D. Santer, K. E.
Taylor, and T.M. L. Wigley, 2006: Krakatoa lives: the effect
of volcanic eruptions on ocean heat content and thermal
expansion, Geophys. Res. Lett., 33(17):L17702

Graf, H.-F,, and D. Zanchettin, 2012: Central Pacific El
Nino, the subtropical bridge, and Eurasian climate, J.
Geophys. Res., 117, d0i:10.1029/2011]D016493

Graf, H.-F,, D. Zanchettin, C. Timmreck, and M. Bittner,
2014: Observational constraints on the tropospheric
and near-surface winter signature of the Northern
Hemisphere stratospheric polar vortex, Clim. Dyn., 43:
3245, doi:10.1007/s00382-014-2101-0

Gregory, J. M., 2010: Long-term effect of volcanic forcing
on ocean heat content, Geophys. Res. Lett.,, 37, L22701,
doi:10.1029/2010GL045507

Hawkins, E., B. Dong, J. Robson, R. Sutton, and D. Smith,
2014: The interpretation and use of biases in decadal
climate predi